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AN INITIAL SECURITY THEORETICAL CONSTRUCT FRAMEWORK 

ABSTRACT 

System security metrics have evolved side by side with the advent of cyber security tools 

and techniques. They have been derived from the techniques rather than specified as 

system requirements. This dissertation surveys the evolution and state of the practice of 

system security metrics from both a technical and historical perspective. The survey leads 

to the conclusion that currently accepted methodology for measuring system security has 

no empirical basis. This research provides new criterion with which to evaluate security 

metrics, and proposes a new methodology for security theory attribute construction 

(“STAC”). The STAC framework has been applied to case studies in Cloud Computing 

and Mobile Communications. Specific research in a variety of system security topics is 

recommended to reinforce these results, and provide theoretical foundation for more 

effective tools and techniques for systems security engineering. 
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1. Introduction and Problem Setting 

The topic of this dissertation is System Security Architecture Metrics.  

1.1. Introduction 

Steady escalation of threats to both cyberspace and cyber-supported infrastructure has 

prompted recognition that security cannot be assumed to be provided by physical 

isolation [1]. Vast sums of money have been directed toward systems security 

solutions[2-4]. However, there is no theoretically proven method of deciding on what that 

money should be spent. Recent history of data breach cases and industrial control system 

incidents has called attention to the inadequacy of our current approaches to systems 

security [5-9], but no new paradigms have evolved to guide management decisions 

toward practical security solutions. This research is intended to introduce a new paradigm 

in the form of a system security engineering framework that promotes recognition of 

strong security by emphasizing security validation metrics. Due to the possibility of 

threats that are unknown [10], no system will ever be 100% secure. Nevertheless, the 

framework is expected to provide value to executive decision-makers through its ability 

to measure the security of a given system compared to other systems. 

1.2. Overview of the Problem  

Any attempt to depict systems security necessarily relies on some metric that identifies 

security as a systems attribute. Metrics rely on measures. Measurement is the process of 
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mapping from the empirical world to the formal, relational world. The measure that 

results characterizes an attribute of the object under scrutiny. Metrics are frameworks that 

are used in measuring, for example, the metric system. Security is not the object of 

measurement, nor a well-enough-understood attribute of a system to easily define 

metrics. Nevertheless, the field of security metrics is rich and fertile. This dissertation 

surveys that field and suggests a new framework approach to understanding and 

appreciating both current and potential future security metrics. 

A foundation for any metrics framework is a shared understanding of its target. The 

dictionary defines security as a feeling of safety, and there is no other authoritative 

definition to which security researchers agree. However, a recent research roadmap for 

systems security engineering prepared by the Systems Engineering University Affiliated 

Research Center offered this definition: Something that thwarts perpetrators who enact 

threats that exploit system vulnerabilities to cause damage that adversely impacts system 

value [11].  

The definition has all the elements of multiple industry, national, and international 

security standards [12-14], as well as face validity in that it can be understood in 

layman’s terms [15]. However, there is no generally accepted method of directly 

measuring security in terms of achievement in thwarting threats. So those engaged in 

security metrics must measure other things and draw conclusions about security goal 

achievement from them. Moreover, though the definition sufficed for its purpose in 

motivating security research, it is not precise enough to be a target for metrics. In order to 



  3 
 

 

test the definition, we must specify that security is a system attribute. Hence, for the 

purposes of this study, we define system security as a system attribute that that thwarts 

perpetrators who enact threats that exploit system vulnerabilities to cause damage that 

adversely impacts system value. 

1.3. Problem Statement 

Executive decision makers, typically system owners and operators, have requirements for 

secure systems. Systems engineers are charged with proposing alternative options for 

implementing secure solutions. Yet there is no shared understanding of the problem 

domain and no common concept of a correct solution. This is not a disconnect unique to 

decision makers and engineers, but a general lack of a recognizably correct articulation of 

the concept of system security. Decision-makers and systems engineers need to 

collaborate on the overall systems engineering trade space. To achieve this collaboration 

with respect to security, they need some common way to evaluate the security benefit that 

may be expected from each of multiple alternative security features presented by systems 

engineers. Simply put, the problem to be solved is: 

How can system security be measured? 

In order to provide precise articulation for an intangible concept, the definition of system 

security is presented as a theory of security using formal logic. In this chapter, the formal 

logic presentation uses some English words to make the reasoning easy-to-follow. The 

pure propositional logic expressions for the lettered statements in this section are 

included in Appendix A. 
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Premise: 

(A) “System X is secure” if and only if “X thwarts perpetrators who enact threats that 

exploit system vulnerabilities to cause damage that adversely impacts system value”  

Definitions: 

(B) S(X) equals by definition “X is a system” 

(C) “S” equals by definition the attribute “Security” 

(D)  “E(X,A)” equals by definition “Attribute A is a property of system X, that is, X 

exhibits property, or attribute, A” 

(E) “V(A)” equals by definition “Attribute A is an exploitable vulnerability that permits 

system disruption” 

(F)  “T(B,P)” equals by definition “Attribute B thwarts perpetrator P” 

(G) “P(Y,A) ” equals by definition “Y is a perpetrator who exploits attribute A” 

Putting these definitions together, we can construct the hypothesis with a few statements 

of formal logic. 

First, it is possible that there is a system vulnerability that no perpetrator exploits: 

(H)  ~Exists(Y)(P(Y,V(A))) 

Second, where a system has an exploitable vulnerability as an attribute as in statement H, 
it may be that the system has another attribute that thwarts the perpetrator from that 
exploit: 

(I)  For all A (E(X,V(A)) (Exists(B)(E(X,B) AND T(B,P(Y,V(A))))) 

If every system vulnerability meets conditions of either statement H or I, then the system 

itself would be secure, given premise A. Formally stated, the attribution of security is: 
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(J) E(X,S) For all A, (E(X,V(A))  (~Exist(Y)( P(Y,A) OR Exists(B)(E(X,B) AND 

T(B,P(Y,A))) 

In words, a system is secure if and only if, for all of its attributes, if any one of them is a 

vulnerability, then either there are no perpetrators who exploit that vulnerability, or the 

system also exhibits an attribute that thwarts any perpetrator who exploits that 

vulnerability.  

If the problem statement is now considered, “How do you measure E(X,S)?” then the 

formal definition creates at least two vectors for providing an answer: as the absence of 

vulnerabilities and/or the means to thwart exploits. Both of these factors are inherently 

uncertain. As both vulnerabilities and exploits cannot be defined without reference to the 

mission or purpose of the system, these concepts must also be explored to frame any 

problem solution. Nevertheless, the problem statement does provide enough guidance to 

clarify the objectives for recognizing system security via system security metrics. The 

metrics could then be used by executive decision makers and systems engineers engaged 

in trade space discussions concerning the value of system security features.  

1.4. Research Objectives 

Building on our problem statement, we assume that there are perpetrators who seek to 

exploit vulnerabilities, that is, statement H is not universally true, which is stated as: 

(K) For some A (Exists(Y)( P(Y,A)) ) 

This leaves the security attributes to be measured as those corresponding to the second 

half of the OR clause in statement J, that is, statement I: 
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(I) For all A (E(X,V(A)) (Exists(B)(E(X,B) AND T(B,P(Y,A)))) 

That is, that to attribute security to a system, none of its other attributes (with the 

exception of those corresponding to H) should be vulnerabilities, unless there is also a 

system attribute that thwarts perpetrators who would exploit the vulnerability.  

The objective of this research is to provide two contributions to security engineering: 

• An authoritative methodology for planning security and creating associated 

metrics at the system level through identification of attributes corresponding to B 

in statements I and J. 

• An explanatory and descriptive framework for systems security that executive 

decision makers and systems engineers may use to understand the security 

implications of system design alternatives. 

1.4.1.  Research Hypothesis and Implications 

The research hypothesis, based on the problem statement, research question, and research 

objectives, is: 

(L) System security can be measured if and only if the system-level attributes of  

• mission and purpose,  

• validated input, and 

• incident detection and response  

contribute to that measurement.  
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To make this hypothesis consistent with the problem statement requires a few more 

definitions: 

(M) “M” equals by definition the attribute “mission and purpose” 

(N)  “I” equals by definition the attribute “validated input” 

(O)  “R” equals by definition the attribute “incident detection and response” 

(P)  E(X,S)  S includes M AND I AND R 

Note that M and I and R are all system-level attributes. A system attribute is a generic 

term to refer to a property of a system. A system attribute refers to component parts of a 

system or to the system as a whole. A system-level attribute is one that can only be 

observed at the top level of a hierarchical structure forming a system comprised of 

organized people, process, and technology. Changes in components may affect a system 

level attribute but the effect will not be a straightforward measurement resulting from the 

component change, it would be a result of reorganization of the set of parts that comprise 

the system. Inter-component interaction as well as system interaction with the 

environment is a key characteristic of system-level attributes. Following Bar-Yam’s 

definition of system-level properties as emergent, system-level attributes are defined as 

those that reside in the ensemble and can only be observed in the state of a system as a 

whole rather than in any subset of components [16]. In the case of security, the 

hypothesis that these three security attributes are at the system level requires that at least 

three attributes corresponding to B in statement J are a system-level attribute rather than 

an attributes of a component.  
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To formally state the hypothesis in the context of the definition of security in the problem 

statement now requires a definition of a system-level, rather than a component-level 

security attribute. For an example of the contrast, a system-level attribute may be 

observed at the system boundary such as a periphery defense posture, while a component-

level attribute may be the technical configuration of a component, such as a firewall’s 

rule set. The system-level posture may be affected by changes in a component attribute, 

but they are not the same and the system-level posture cannot be derived from the 

composition of the technical configurations of its parts without attention to structure and 

other system-level attributes. 

A formal definition of a system component is: 

(Q)  “C(X,T)” equals by definition “T is a component of system X” 

Using the definition of a component, the definition of E(X,S) may be refined to refer to the three 

hypothesis-identified system-level attributes of X, not attributes that may be attributed to a 

subsystem composed of some system components but not others. This clarification is formalized 

with a statement that systems composed of an incomplete subset of components of X do not have 

system-level attributes. That is, any system that has component overlap with X but does not have 

all components of X does not have X’s system-level attributes.  

(R)  For all A ( E(X,A)  For all Y ( ( S(Y) AND  

 ( For all T, (C(Y,T)  (C(X,T)) AND (Exists U (C(X,U) AND ~C(Y,U) ) ) )  

  ~E(Y,A) ) ) )  

So to be perfectly clear, the hypothesis encompasses statements P, R, and J, and may be rewritten 

as:  

(S) E(X,S)  ( Exists E(X,M) AND E(X,I) AND E(X,R) ) AND  
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( ( For all Y ( ( S(Y) AND ( For all T, (C(Y,T)  (C(X,T)) AND (Exists U (C(X,U) AND 

~C(Y,U) ) ) )  (~(M = U) AND ~(I = U) AND ~(R = U) ) ) ) AND  

(For all A, (E(X,V(A))  (~Exist(Y)( P(Y,A) OR Exists(B)(E(X,B) AND T(B,P(Y,A)))  

Statement S clarifies the definition in the context of the hypothesis that a system-level 

attribute either applies equally to all components or applies to no components as it 

emerges from their combination. The validation of this hypothesis will imply that system 

security architecture should always include requirements analysis with respect to system-

level attributes. This is nothing less than a paradigm shift for the field of system security 

metrics because system security is typically measured as adherence to component 

requirements specifications which are typically aggregated to form measures of overall 

system security. This issue will be more thoroughly covered in Chapter 2. Although 

security metrics using systems-level attributes appear in the literature, these are typically 

deemed too difficult to measure and no standard methods exist to measure them. 

However, there are many standards that rely on metrics based on component 

measurement aggregation. 

If the hypothesis is correct, it implies that systems security metrics should not be limited 

to component attributes, but should instead be examined at the system level. A 

framework that is used to measure system security would be extensible to facilitate 

security measurement for systems of different origin and composition. An example of 

such a framework would provide a proof of concept to support the feasibility of 

hypothesis implications. 
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1.4.2.  Hypothesis Validation 

Given that there is no deductive logic that will allow us to deduce security metrics from 

premises, validation of the hypothesis proceeds by induction. The research hypothesis is 

restated as a null hypothesis: 

(T) System security can be measured by measuring attributes of components. 

To test the null hypothesis, systems security experts were surveyed and asked to identify 

the relative importance of system security attributes. The role of these experts was to 

provide an independent and authoritative opinion on the relative efficacy of candidates 

for measurable dimensions of system security that have so far been identified from the 

security metrics literature. Because there were no project or policy goals involved in the 

process of gathering opinions from these experts, their views were expected to reflect a 

technical expert’s approach to reasoning about uncertainty in their own field of expertise 

while providing an anonymous, and therefore conflict-free, communication vehicle for 

their collective opinion. 

To ensure that the security metrics literature is not missing any important attributes, 

experts were encouraged to contribute additional attributes that were not identified in the 

survey. The security attributes that were agreed upon by experts were deemed most 

important to measure when creating security metrics. The research method was to survey 

the experts as described, and to identify if any of the three identified system-level 

security attributes are identified by the experts as most important to measure in order to 

measure system security. Where this occurs, it is taken as evidence to reject statement T, 
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the null hypothesis that all important dimensions of system security are attributes that can 

be measured at the component level. 

1.4.3.  Research Approach 

Building on our definition of security and the above formal arguments, key questions 

were formed to provide evidence that security experts would reject or support the null 

hypothesis. They were asked to identify system attributes that contribute to system 

security as well as the utility of various system security measurement techniques for the 

purpose of establishing system security metrics. Sets of questions were combined to 

provide evidence to support a conclusion that system security dimensions are considered 

by security subject matter experts to be measures of security. Multiple other questions in 

the survey were included to create “noise” for the purposes of ensuring that survey 

participants were not limited in their responses by expected conclusions. Where relevant, 

respondents were also given the choice of “other” to ensure that ideas about security 

metrics not present in the survey may be collected as well.  

The plan for the survey was documented for the Stevens Institute of Technology 

Institutional Review Board (IRB). The IRB’s major concerns were the source of research 

material, plans for recruitment of subjects, as well as potential risks and procedures for 

protecting against or minimizing any potential risks. The extent to which the survey 

responses are valid will depend on the level of expertise and experience of the 

respondents, so security industry standard demographic questions were used as a filter 
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with which to analyze all results. The logic behind the survey design is included in 

Chapter 2. 

The survey provided enough evidence to reject the null hypothesis. Hence, the research 

hypothesis is supported because the three systems-level security attributes identified in 

statement (L) were identified by the experts as most important to the attribution of 

security. Moreover, these three attributes may be measured using techniques that are (1) 

available and (2) capable of providing reliable measurement. These and other measures 

identified by the experts were combined into criteria for system security metrics and used 

to develop a security metrics framework by which to map measurable security attributes 

to systems architecture. All of the measures identified as “most important” were system-

level, emergent attributes rather than attributes of components. The resulting security 

metrics framework is expected to facilitate the activities of system owners and operators 

who wish to secure their systems. 

1.5. Uniqueness of this Research  

Security research has to date mostly concentrated on technology issues involved in 

implementing security features as opposed to the measure of systems security as a whole. 

Although one textbook attempted to model enterprise security using the Zachman 

framework [17], that attempt did not result in any comprehensive way to model or 

measure the security of any given system. Even textbooks that combine security and 

engineering principals emphasize the mindset of the security engineer rather than suggest 

any standard methods, tools, and procedures with which to approach systems security 
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engineering [18-20]. This research will be the first attempt to prove that one approach to 

systems security is demonstrably better than another. 

1.6. Dissertation Organization and Structure 

This dissertation is composed of six chapters. This introductory chapter discusses the 

security measurement problem in terms of a theory of system attributes that contribute to 

security. The other five chapters describe subsequent steps of the research process, 

specifically: 

• Chapter 2 examines and classifies currently available literature on system security 

metrics.  

• Chapter 3 describes data collection and analysis via a survey of security experts. 

• Chapter 4 utilizes the judgment of those experts in proposing the security 

measurement strategy.  

• Chapter 5 applies the proposed measurement strategy to real world system 

security engineering problems. 

• Chapter 6 draws conclusions concerning the validity of the research hypothesis. 

Each of these other five chapters is described in a single paragraph below. Following 

these chapters is a list of publications or planned publications that were based on this 

research. This dissertation also includes several appendices related to the survey 

construction, administration, and analysis. 
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Chapter 2 is a review of the literature on security metrics. It covers industry standards, 

academic analysis, and practitioner materials. It provides a foundation for understanding 

how security may be productively measured by examining how systems security may be 

scrutinized within the context of scientific validity, and describes the potential 

contribution of various types of measurements to an evaluation of system security 

capability. The chapter concludes with a discussion of the research problem and 

hypothesis in the context of the literature review. 

Chapter 3 chronicles the development of a list of system-level security metrics in the 

context of the survey process. It describes the statistics used to analyze the survey results. 

The chapter ends with examples of subject matter expert comments on system-level 

security measures.  

Chapter 4 applies the survey results identified in Chapter 3 to systems engineering. It 

introduces a security metrics framework that integrates the security metrics taxonomy 

introduced in Chapter 2 with systems security engineering lifecycle activities. It shows 

how the framework may be applied in analysis of requirements, concepts of operations, 

verification and validation planning, and ongoing evaluation procedures. 

Chapter 5 applies the framework described in Chapter 4 to two case studies. Both of the 

cases describe actual enterprise architecture initiatives in major global corporations that 

have significant security requirements. One is the enterprise infrastructure for 

management control over application lifecycle for cloud computing. The other is 
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enterprise infrastructure to support and control remote access to internal computing 

facilities via mobile communications. 

Chapter 6 discusses the contribution of this research to the field of systems security 

metrics. It emphasizes the uniqueness of this research, and summarizes why the 

framework is a more comprehensive approach to security metrics than other currently 

available guides. The chapter concludes with a description of future research in the area 

of systems security metrics. 

2. Security Metrics Literature Review 

Systems security measurement presents a problem of wicked proportion, where wicked 

refers to the nature of a problem for which there is no ultimate right solution, but merely 

a goal of situational improvement for which the planner has solemn accountability [21]. 

This makes it difficult to arrive at a concept of security that will allow it to be understood 

as a tangible systems attribute and to validate its measurement according to these 

scientific standards. As Dan Geer, a founding member of securitymetrics.org, put it: 

“Speaking as a once-upon-a-time statistician, one has to ask if we are at the hypothesis 

testing stage or still at the hypothesis generation stage. I know that I am at the latter 

which is more or less why I am always looking for data on which I can do some 

exploratory analysis. People who have data can do hypothesis testing, of course, but as 

with the rest of science, once someone has generated and tested an hypothesis, then 
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reporting it with sufficient attention to the "Methods" section is so important -- others 

can then do the verification step with their own data / apparatus / analysis.”[22] 

Geer illustrated his view with this example: 

“Josh Corman, 451 Group, presciently looked closely at the Verizon Data Breach 

Report(s) and noticed that the share of significant breaches that involved vulnerabilities 

for which a patch was available at the time of exploit declined from 100% to 30% to 6% 

to 0% over four successive years. In other words, and I have heard Peter Tippett say this 

in plain English, the implication is that it is not worth patching if you are a prime target 

as the opposition no longer needs to look for unpatched vulns (sic) since with the series 

of 100>30>6>0 we have quantitative evidence that patchability no longer matters. 

Once we have ‘enough’ examples of test/re-test reliability, then comes the meta-analysis 

stage, i.e., where N studies are combined to decide whether, say, Red Dye #2 should or 

should not be banned. Here in cybersecurity, that will be a long time yet in coming.”[22] 

Today’s security metrics have evolved via consensus and not scientific endeavor, and 

have not been subject to Geer’s recommended level of scientific scrutiny. This study is 

unique in that standards for scientific measurement in security metrics will be explicitly 

observed. There are four major types of validity used in scientific evaluation: 

 Face:  a measurement technique is valid with respect to “face” or has “face 

value” when an unsophisticated judge determines that employing the 
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technique is suitable or unsuitable for its expected use, that is, a layman 

would accept it [15] 

 Content: a measurement of an elusive attribute may employ the technique of 

measuring things that are both measurable in themselves and may be 

composed in such a way that the elusive attribute predictably emerges [23] 

 Criterion: a measurement of behavior via a technique of measuring things that are 

predictive of the behavior, and is valid to the extent it can be shown that 

measurement results correspond to the criterion [23] 

 Construct: a theoretical construct that includes a set of hypothetical correlations that, 

if shown to be consistent with an initial definition, could serve to make the 

theory even stronger, and is valid to the extent each measure relates to the 

other measures consistent with theoretically derived hypotheses 

concerning the concepts [23] 

This chapter compares these concepts of scientific validity to current literature in security 

metrics. It uses these concepts to classify security metrics. 

2.1. Face Valid 

The concept of face validity in security metrics has been widely denounced as security 

theatre [24, p.38]. Security theatre is something that looks like it increases security, but in 

fact affords no more safeguards than if it did not exist at all. A security-receptionist is one 

example of security theatre. The average layman may regard the fact that a door is 
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monitored by a person as an indication that the person will challenge those who are not 

authorized to access the building. However, in many cases, the security-receptionist has 

no ability to prevent adversaries from entering, and it is not even part of their job function 

to do so. For example, the person may be stationed at the door merely to assist customers 

of building tenants who cannot find an office. In these cases, the existence of a security-

receptionist should not be considered a measure of security. In another example, the 

person may be charged with preventing unauthorized access, but given no means by 

which to determine who is authorized to enter the building, and so defaults on the side of 

allowing access. This is the case where a guard is charged with checking that each person 

entering the building has a certain format of a picture ID, but not with any way of 

determining whether the ID was forged. This is also security theatre. 

However, within the security profession, there is some consensus on what is commonly 

meant by security, and this reflects a layman’s view of what the professional practice of 

security should entail. The definition of security offered in Section 1.2 has face validity in 

that it can be understood and generally accepted in layman’s terms: 

Security: Something that thwarts perpetrators who enact threats that exploit system 

vulnerabilities to cause damage that adversely impacts system value.  

The concept has been further developed to include multiple perspectives on security that 

appear in the literature. In order to clarify the multiple perspectives security, the creators 

of this definition modeled them via a systemigram, which is pictured in Figure 1. The 

word systemigram was coined by as a convergence of “system” and “diagram” [25]. It is 
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a tool to assist systems engineers in succinctly describing a topic without sacrificing 

detail required to accomplish clarity. A systemigram is composed of nodes and links. 

Nodes are nouns. Links are verbs. A systemigram is read by focusing on a noun as a 

concept, and following the links from it, reading the verbs to understand the relationships 

between concepts. A systemigram has a "mainstay" thread, which starts with the most 

upper-left node and ends with the most bottom-right. In Figure 1, the mainstay is the 

definition of security that has the most face validity.  

Other sets of noun-verb combinations link the main concept defined to other contexts 

which are also face-valid, though to a lesser degree. A complex system will typically be 

understood in specialized contexts, and the systemigram demonstrates that. The detail 

under the link label “harm” demonstrates that those who work in information processing 

tend to conceptualize security in terms of information attributes that are subject to similar 

types of threats and disruptions. The depiction of security measures on the left adopts the 

point of view of a network engineer, who typically views security in terms of preventive, 

detective, and corrective controls designed to minimize vulnerabilities and reduce risk. 

The management nodes and links adopt a perspective on security from the point of view 

of technology governance. Other nodes and links adopt an audit and investigator view, 

respectively. The full systemigram provides a holistic view of security that depicts it as 

having multiple stakeholders. 
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Figure 1: Security Systemigram 

 

2.2. Content Valid 

As there is no direct way to measure whether something thwarts perpetrators who enact 

threats that exploit system vulnerabilities to cause damage that adversely impacts system 

value, systems security is considered an elusive attribute that may be measured only by 

the presence of defining characteristics that require expertise to understand and thus are 

outside the realm of face validity.  
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The history of this type of security metrics begins with the first attempts to standardize a 

scale for measuring computer security. The first such system security standards body was 

established in the late 1970s by the US Department of Defense (DoD) Directive 5200.28 

[26]. In early 1980s, it produced the Trusted Computer System Evaluation Criteria 

(TCSEC), also known as the Orange Book due to the color of its cover. Using formal 

models to describe logical access controls, the Orange Book set requirements in the form 

of a hierarchical structure of security features. A was the highest score afforded by the 

hierarchical labeling system and D was the lowest. For a system to be labeled secure, it 

had to verifiably exhibit all of the security features at some level in the hierarchy. Its 

security metric was the highest alphabetical label for the corresponding level. At the 

lowest level there was no security. In the middle there was password authentication and 

discretionary access control, which allowed users with access to files to share them with 

other users. At the top level was mandatory access control expected to be configured by 

administrators, accountability tracing for every operation in the system, and verified 

design. A security testing process was set up whereby vendors could have their systems 

rated by a team using the Orange Book levels as a security metric. This is a content 

metric as the system had to contain a set of security features, and the requirements to 

receive a label could be verified by examining the system itself. 

In the mid-1980s, most of the products being rated using Orange book metrics were 

computer operating systems and many could not achieve very high ratings. The TCSEC 

was a countermeasure to the threat surface of 1980, and system threat surface had 

evolved to include network connectivity. The Orange Book standard could only be 
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applied to a single system, and was operating-system centric, so a new set of systems 

security criteria was devised that was intended to provide more flexibility to designers of 

security tests. This is called the Common Criteria [27]. First published in the mid-1990s, 

the Common Criteria allowed the owner of a targeted system to specify what security 

features the system is supposed to have, and the testers are supposed to design 

customized tests to verify that those features work as advertised. The term Target of 

Assessment, or Technical Target of Assessment, or TTOA, became the label for the 

system as configured and tested, no matter how many technical components it may 

comprise (note that TTOA has become a generic term for the technical scope of an 

assessment). As in the Orange Book, the Common Criteria specifies hierarchical levels of 

validation, and the resulting security rating reflects the level of testing that was 

successful. The lowest level is functional, followed by structural, and then methodical. 

Higher ratings may be obtained if it can be demonstrated that the product was 

methodically designed, and even higher by being semiformally or formally verified. The 

Common Criteria has evolved into an international standard [28].  

Both the Orange Book and Common Criteria are effective verification measures only of 

systems that are designed to include a specified set of features that are assumed to 

provide system security. However, in practice, these security features did not always 

work correctly, especially in systems that did not received the highest ratings, those 

corresponding to verified design. System security vulnerabilities in the form of software 

bugs and design flaws are common. This recognition led to the establishment of security 

content metrics that could certify that a system was free of known vulnerabilities. To this 
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end, the US National Security Agency (NSA) and the National Institute of Standards and 

Technology (NIST) introduced a new type of content metrics based on system security 

configuration, the security configuration automation protocol (SCAP) [29]. This program 

created a set of specifications for software vulnerabilities testing that required tests to be 

defined in terms of configuration on specific systems platforms as the target of a 

vulnerability scan. These tests are called Common Vulnerability Enumerations and 

Common Configuration Enumerations (CVE and CCE). A language has been created for 

defining enumerations and technical specifications for its implementation have been 

developed. Though many vendors cooperated, others found the framework too 

constraining. The first target for SCAP tests was the Microsoft XP operating system, 

which has so many security design flaws that no amount of configuration would ever 

protect it from vulnerabilities.  

Nevertheless, SCAP is a good example of a content metric because it uses the same 

methodology that many enterprise security products use to verify that security has been 

configured to some documented standard [30]. One such product has even become a 

generic name for alerting on any system configuration that deviates from an enterprise 

standard: tripwire [31]. The products allow an enterprise to set and maintain technical 

configuration variables that are expected to enforce security mechanisms on individual 

machines. The products centrally report security metrics based on the content of those 

machines. 
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Security with respect to a given TTOA is measured by its ability to conform to 

specifications, given the values in a set of variable configurations that make the operating 

systems and network software difficult to penetrate. Without sacrificing our definition of 

security, a content validity test would be to compare the variables in the configuration 

files to a set of values for those variables that have been previously determined to thwart 

perpetrators who enact threats to exploit vulnerabilities that permit system disruption. 

Those systems whose configuration files contain the expected content would be validated 

to warrant a label of “secure,” given this definition. One of the issues complicating the 

application of measurement to the property of security is a question of scope. Technical 

and process metrics are concerned with components rather than the system as a whole. 

Aggregation is used to make claims for security at the system level. If the TTOA is just a 

component of a larger system, it may then be a subject of debate as to whether the 

security content of this one target, in combination with other system components, may 

contribute to an assessment that the system as a whole is secure. This debate has a long 

history and shows no signs of being resolved soon [32, 33]. Even if simple aggregation of 

content metrics were sufficient to measure security, content valid security metrics present 

difficulty because it requires enumeration of the complete domain of the content required 

to accomplish security [23]. Again, security is an elusive concept. 

Another complication for TTOA metrics is that systems generally include operators who 

have the ability to accomplish configuration changes. It is hard to assess content validity 

with respect to our definition of security in an environment where changes are frequent 

on both the threat and the configuration front. For example, the configuration variables 
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may be set so that only authorized software is running on the machine. But if authorized 

software has security bugs or flaws due to either a mistake in a software update or an 

emerging threat technology, then the content validation will pass but will not accurately 

measure security. Also, there may be situations where one organization is exposed to 

threats that are not faced by another organization. In these cases, TTOA configuration 

metrics may only be internally valid, that is, they might be completely applicable in the 

sample of systems under examination, but not extensible to the domain to which 

conclusions might reasonably be extended [34]. 

Even if methods for preserving security through TTOA composability and operator 

integrity were available, in most systems of any significant level of size and complexity, 

in order to be assured that the system can withstand perpetrator attacks, content validity 

alone would not be sufficient. This is because systems in operation are constantly 

exposed to new threats, and content validity as we have described it with respect to a 

TTOA requires reuse of a configuration known to thwart previous attacks. Therefore, 

though content validity may be a security metric, it cannot be assumed to satisfy (H) for 

the purposed of affirming statement (J). However, it is possible that, in combination with 

other system attributes, a security content metric may satisfy (I). 

2.3. Criterion Valid 

Criterion validity relies on the ability to predict future behavior based on the results of a 

test process that produces a test score. To devise a test for secure behavior requires both 

knowledge of system attributes that drive secure system behavior as well as the ability to 
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devise a test score that corresponds to those attributes. An intuitive example often used to 

illustrate the concept of criterion validity is the test that one takes to obtain a driver’s 

license, because it relies on a written test of knowledge about how to handle a car in 

given environment, but tests by observation are only a small subset of the potential 

situations a driver will face. In the field of security metrics, the most common example of 

this type of metric is a security audit.  

There are two types of systems security audits: compliance and substantive [35]. 

Compliance audits begin with a documented process for achieving a security goal and 

tests that the process has been implemented with no relevant exceptions. Substantive 

audits begin with a content description of secure system configuration and tests to ensure 

that the configuration is correctly implemented. Substantive audits are reducible to 

content validity, so the type of audit that tests for criterion validity is a compliance audit. 

However, tests for compliance may contain elements of both content and behavioral 

testing. 

An example of criterion that is expected to predict secure behavior is the Payment Card 

Industry Data Security Standard (PCI-DSS) [36] . The scope of the standard is data that is 

used to process credit card payments. The criteria for security attribution range from 

building a secure network to maintaining an information security policy. The tests range 

from sampling system components as TTOAs to observing systems operators executing 

incident response procedures. The test result is a worksheet completed by the assessor 

indicating the extent of system compliance with the PCIS-DSS standard. 
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Another example of criterion that is expected to predict secure behavior is a vulnerability 

score based on a penetration test. Vulnerability scoring has its roots in the physical 

security concept of design basis threat (DBT) [37]. A DBT describes characteristics of 

the most powerful and innovative adversary that it is realistic to expect security to protect 

against. In New York City, it may be a terrorist cell equipped with sophisticated 

communications and explosive devices. In Idaho, it may be a 20-strong posse of 

vigilantes carrying machine guns on motorcycles. Adopting a DBT approach to security 

implies that the strength of security protection required by a system should be calculated 

with respect to a technical specification of how it is likely to be attacked. In physical 

security, this process is straightforward. If the DBT is a force of 20 people with access to 

explosives of a given type, then the strength of the physical barriers to unauthorized entry 

must withstand the ton of force that these twenty people could physically bring into 

system contact. Barrier protection materials are specified, threat delay and response 

systems are designed, and validation tests are conducted accordingly. In cyber security, 

potential attacks are the aggregated set of all publicly documented cyber attacks to date. 

Tests for systems-level DBTs are typically referred to as penetration tests or pentests, for 

short. They rely on publicly available databases of known exploited vulnerabilities such 

as the National Vulnerability Databse (NVD) [38]. An automated scan for these 

vulnerabilities is designed to imitate the behavior of a malicious perpetrator, and the 

test’s criterion validity is based on its ability to predict how a system will withstand an 

attack. Vulnerability test scores are assigned based on scan results. Security software that 

tests for such vulnerabilities usually use a traffic light metric, where a system is typically 
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rated red if it has any vulnerabilities that may be exploited to gain administrative access 

to the system, yellow if an exploit allows unauthorized access, and green if the system 

does not have any of the vulnerabilities included in the scan [39]. However, some 

vulnerability scanning procedures use more sophisticated of these scoring methods, such 

as the Common Vulnerability Scoring System (CVSS) [40]. CVSS evaluation produces a 

numeric score based on how easy it is for a perpetrator to accomplish significant damage 

by exploiting a vulnerability. Systems that score high have vulnerabilities that are easily 

exploited, and those exploits results in total system compromise. Regardless of the 

scoring system, each vulnerability is scored independently, and someone must in advance 

decide which vulnerabilities will be tested for in a given system. There are as of this 

writing 48607 vulnerabilities and 886 software weaknesses in the National Vulnerability 

Database. No system can be tested for all known vulnerabilities. Even if there was a 

practical way to test a system for all of them, studies show that such vulnerability tests 

are fraught with both false positives and negatives due to the difficulty of designing and 

executing tests in multiple environments [41]. 

Even if pentests were 100% accurate, they only test for vulnerabilities that are known. 

Yet the discovery of previously unknown threats is so routine that security professionals 

have a term for them: zero-day threats. As explained by Acohido and Swartz, a zero-day 

threat is a hazard so new that no viable protection against it yet exists [42]. No 

vulnerability scans exists for a zero-day threat either. The only recourse for measuring 

security at this point is an after-the-fact classification for post-mortem comparison of 

similar events [43]. While a vulnerability metric may be useful to a security practitioner 
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that believes the organization is protected against commonly known attacks, as McGraw 

put it, they are a badness-ometer [44]. If a complete inventory test for all the known 

vulnerabilities was passed with flying colors, this would not mean that the system was 

secure, it could simply mean that if the system had security bugs, those bugs were not yet 

identified. 

Although there is criterion validity in the theory that there should be a constant 

correlation between the ability to pass an audit or a pentest and the ability to withstand an 

attack, actual evidence to support that claim is lacking, and plenty of evidence exists to 

the contrary. For example, in a recent cybersecurity court case, it was revealed that a 

credit card processing company passed a PCIS-DSS audit designed to ensure 

confidentiality of information, and a short while later, they experienced one of the largest 

data breaches in history [5, 45]. Virtually all global international banks methodically 

pentest all of their Internet applications, yet they still experience security breaches. So, in 

practice, tests have not yet been devised that withstand scrutiny with respect to criterion 

validity for security. This does not mean that there is no hope for criterion validity in 

security metrics, just that the theory and associated evidence that would be required to 

support criterion validity has not yet been developed. 

2.4. Construct Valid 

This leaves us with construct validity, which involves identifying relationships between 

theories of security and measurable things that correlate with those theories. As Carmines 

and Zeller put it, we correlate “the extent to which a particular measure relates to the 
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other measures consistent with theoretically derived hypotheses concerning the concepts” 

[23]. Security is an abstract concept, but it may be described by means of a theory. Given 

a theory of security, it should be possible to derive testable hypotheses that, if true, would 

provide evidence to support the theory. A hypothesis on what it means to be secure, and 

whether a system that corresponds to a theoretical description of security can confirm that 

hypothesis, would serve to test validity of a theory of security. Such descriptions and tests 

would also provide a comprehensible framework through which to evolve a more 

thorough understanding of security itself.  

There is no lack of motivation behind publication of a theory of security. Regardless of 

the fact that full-fledged validity tests are unavailable, requirements for security 

assessment have long driven responsible assessors to adopt theoretical constructs for 

security attribution. Both public and private sector organizations charged with security 

assessment on behalf of those stakeholders have adopted and endorsed various systems 

security control practices published in the form of system security standards (for 

example: [13, 46-49]). These constructs are based on the assessor’s collective belief that 

some enterprises are better at security than others, and the practices of those 

organizations should be a model that others can use to make significant leaps forward 

(the most straightforward application of this reasoning is found in the ITPI standard [50]). 

These practices are not limited to standards in the sense of the documented content of 

technical variables, as described in Section 2.1. They mostly reflect consensus around 

security management practices that are widely believed to result in superior system 

security. By incorporating these standards into their systems security assessment 
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processes, many audit and regulatory organizations have tacitly characterized systems 

security as a state of system owner-operator compliance with these standards.  

The basic theoretical construct behind a security standard involves a process and a set of 

security controls. Figure 2 illustrates the structure of today’s security standards [51]. As 

in the systemigram of Figure 1, the mainstay of Figure 2 reflects a statement that is 

uncontroversial: security standards dictate process that recommends controls that reduce 

the vulnerability of assets. Note that standards do not actually recommend controls 

themselves, but are presented as methods for system owners and operators to evaluate 

their own systems and use the results of their evaluation to identify a set of security 

control mechanisms that suit their requirements. These standards typically contain little 

guidance by way of methods, processes, or tools with which to analyze systems or system 

components in order to identify the relevant security requirements. The processes they 

dictate assume rather than analyze the root causes of security issues.  

Another type of theoretical construct for security is a security model. Like management 

standards, these reflect consensus among security subject matter expert practitioners as to 

best practice in systems security, though at the technical configuration rather than the 

management level. They include network-centric defense-in-depth layered controls, data-

centric digital rights management, system and device security services, and software 

security patterns [52]. Figure 3 illustrates some common security models. 
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Figure 2: Security Standards as a Theoretical Construct 

 

Figure 3: Security Models 
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Though security models are useful in formulating technical security requirements, they 

still leave the choice of components to the risk-judgment of management, and they have 

not as yet come up with measurement methods that would be of utility for security 

metrics. As different systems have different security requirements, a theory of security 

cannot be reducible to a generic model, but must somehow incorporate a system-specific 

version of the model to demonstrate how security may be supposed to be accomplished 

for a given system. The theoretical construct could be used to make an hypothesis about 

whether the model would render effective security if all elements described by it were 

functioning correctly. Verification tests could be devised for key controls identified by 

the model to see if they are working. Advances in content and criterion metrics are 

typically employed to demonstrate compliance with both standards and models. Although 

external verification that standards are met are difficult due to the nature of point-in-time 

assessment, where content and criterion tests are performed continuously by the system 

owner-operator, adherence to a standard should be verifiable. 

If the theoretical construct underlying a given security standard or model is valid, it is 

possible to identify a close correlation with successful implementation of the standard or 

model and effective system security. That is, there would be no counterexample of a 

system that implemented the standards or model but nevertheless had bad security. 

However, neither a security management standard nor a security model can stand alone in 

supplying a full theory of security. The more secure management may be rendered weak 

by vulnerable technology and visa versa. Note that some of today’s standards 

approximate a customized approach to technology better than others, but they still fall 
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short when it comes to validating that the planned technology design achieves security 

goals [53]. Moreover, while there are currently no recommended positive measures that 

would validate the theory that a standard or model achieves security, any one security 

breach or badness-ometer test result is taken as counterevidence that the standard or 

model actually achieves security. As in any theoretical construct, a theory of security is 

easier to disprove than to prove. Despite the heavy burden of regulatory security 

standards that every bank must follow, the financial services literature is jam-packed with 

stories of successful security breaches [54]. In some cases, standards advocates are even 

hard-pressed to find an example of the standard as implemented. For example, every US 

Government Accounting Office (GAO) audit has found some flaw in security standards 

implementation, even the audit of GAO itself [55]. As any indication that security is 

absent while the construct holds is proof that the concept does not work, there is no 

validity as yet in standards or models-based information security.  

2.5. Taxonomy 

From the forgoing, it is clear that there are a plethora of innovative approaches to security 

metrics. What passes for the state-of-the-art in security metrics is not a standardized way 

to measure security. In fact, there is not even a standard taxonomy for security metrics. 

Principals to be used in such classification have been explored by different researchers, 

and these explorations have produced different results. A survey of security metrics 

taxonomy efforts was recently summarized by Savola [56], who reported a common 

theme in security metrics literature, that taxonomies of security metrics tended to address 



  35 
 

 

technical configuration and operational process from the point of view of security 

management rather than to directly described business goals for security. Even 

taxonomies that include governance in addition to management tend to focus on the 

security management tasks that are evidence of governance, and those metrics could 

easily be considered part of the management category [57]. Moreover, as there is 

currently no convergence around a single organizational management structure for 

security, no corresponding authoritative security metrics taxonomy has emerged. 

In practice, the combination of content, criterion, and standards-based constructs is 

combined into dashboard and scorecard presentations such as the one in Figure 4 [58, 

59]. As Figure 4 illustrates, content and criterion are verified by TTOA inspection and 

test results and are presented to management as a percentage of technology 

environment’s inspection and test results, as well as compliance with security standards 

and models [60]. The slice of the pie chart that is orange in Figure 4 refers to the common 

practice of risk acceptance in security compliance activities. Where a system 

owner/operator is willing to tolerate the risk of non-compliance with security standards, 

security practitioners typically do not count non-compliant systems as test failures, but as 

waivers [61]. In Figure 4, such waivers are identified, but often they are not, and this 

makes it hard to use security metrics reports as evidence that security constructs are 

implemented. 
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Figure 4: Example Security Metrics 

 

Note that the security metrics dashboard of Figure 4 does not include any validation 

criteria, simply verification that different types of security measures have been applied. In 

an attempt to correct this focus on simple verification as opposed to security goal 

validation, security researchers have proposed that business-level security metrics take 

precedence over others. For example, Savola suggests a hierarchical metrics structure 

where business process security metrics are at the top, and the next level includes 

information security management, trust in business collaboration, cost-benefit analysis, 

business risk management, and technology products and services [56]. As illustrated in 

Figure 5, he then expands the taxonomy a few levels lower to include security 

information management and the technology products and services. However, Savola’s 

taxonomy is still subject to a wide variety of interpretation by security practitioners and 

he provides no examples of what metrics should go in each category.  
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Figure 5: Example Business-Oriented Security Metrics Taxonomy [56] 

 

The assumption that there are many more security metrics to be incorporated in some 

taxonomy than are currently documented in literature is not unique to Savola. The 

academic study of system security has resulted in a plethora of security metrics 

candidates for potential inclusion in as-yet-to-be-defined constructs. These include 

security metrics for mathematical modeling of security management processes [62], 

weighting network forensics evidence to increase probabilities of conviction [63], 

quantifying network threat surface using hidden Markov models [64], comparing attack 

outcomes to different configurations of the same technical variables[65], creating trust 

models with ant-based stigmergy [66], using game theory to determine security 

investment strategies [67], complex mathematical models for assessing software security 

[68, 69], and tracking a “honeymoon period” between the first release of a program and 

the disclosure of its first vulnerability [70]. Most of these are the subject of one or two 

papers by the same group of authors, and rely on data that is not completely described, 

and also usually includes subjective measures of probability. However, it is possible that 

this literature does contain a few potentially useful metrics that are not incorporated into 

any content, criteria, or construct theory as yet. That is, although none of these candidates 
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is currently considered a measureable security attribute, some may feasibly be 

incorporated into a theory of systems security. 

At this point in time, there are at least 900 metrics that exist in the systems security 

literature. They range from the percentage of machines in inventory with up-to-date anti-

virus programs to the percentage of executives who go to jail for compromising 

information. This we know is true, because they are listed in a 2007 book, A Complete 

Guide to Security and Privacy Metrics by Herrmann [71]. Despite this large number of 

metrics, Herrmann claims only to have included metrics that she considered appropriate 

for use in decision-making by practicing auditors, engineers, and managers. Herrmann’s 

intent was to create a useful menu for security practitioners, and so she purposely 

excluded metrics that were abstruse or that relied heavily on an intuitive understanding of 

complex mathematical models. This idea is echoed in security literature: that metrics 

which form the basis for decisions should be well understood. As Jaquith put it, 

“transparency facilitates adoption by management” [58 , p.20]. As Pironti put it, “keep it 

simple” [72]. 

Figure 6 shows the taxonomy of security metrics so far described. At the lowest level, 

metrics are equivalent to measures of content or criteria. Both content and criterion tests 

may be manual or automated. Content tests are performed by inspection and criteria test 

by observation of behavior. At the highest level, security metrics are complex sets of 

measures combined into constructs. The construct components may be set by a source 
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external or internal to the system being measured. Examples of metrics in each taxonomy 

category appear in balloons pointing to their corresponding placement in the figure. 

Figure 6: Taxonomy of Security Metrics 

 

2.6. Outlook 

Though the Section headings 2.1 through 2.4 that outline the taxonomy of security 

metrics end in the word “valid,” from the content of those sections, it is clear that none of 

the types of metrics discussed are valid from either a scientific perspective or engineering 

perspective. Not even the simple and transparent dashboards used to facilitate security 

decision making provide conclusive evidence that the given system has an attribute called 

security. At best, these metrics provide verification that plans for security measures have 

been accomplished. In recognition of the need for research in security metrics, NIST 

characterizes this distinction as correctness versus effectiveness [73]. It has even been 

acknowledged in security metrics texts that the state of the art in security metrics is to 

design metrics to manage security processes rather than attribute or identify security [74]. 

From an architecture perspective, verification is the determination that a system is “built 
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right” while validation determines that the “right system was built” [75]. Hence, before 

any claim can be made for the validity of security metrics, we must have some idea of 

what we are actually trying to build. 

In the field of systems engineering, the terms correctness and effectiveness may properly 

be translated as verification and validation (V&V) [52]. Verification and correctness 

criteria ask, “Did we build the system according to specifications?” Effectiveness and 

validation ask, “Did we specify the right system?” Yet the systems engineering approach 

to security has yielded no better outcome than security standards bodies. Although one 

systems engineering textbook attempted to model enterprise security using an enterprise 

architecture framework [17], that attempt did not result in a comprehensive way to 

validate enterprise security, and the book is now out of print. Even textbooks that 

combine security and engineering principals emphasize the mindset of the security 

engineer rather than suggest any standard methods, tools, and procedures with which to 

approach systems security engineering [18, 19]. 

Moreover, organizational focus on risk management as a key responsibility for security 

management has decoupled the presentation of security itself from the security metrics 

presented to executive management. Management reporting with respect to systems 

security now focuses almost exclusively on risk analysis as measured by standards and 

best practices rather than progress with respect to the organization’s goals and objectives 

for security. None of these supposed systems-level measures, however, attempts to 

quantify whether a system actually achieves security goals. Instead, they view a system 
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through a small lens of security indicators, and use the indicators to make claims about 

system security as a whole. 

Nevertheless, this literature review is not intended to dismiss current literature in security 

metrics, but to be informed by it. From the content of today’s security standards, it has 

evidently been the experience of the security professionals who wrote the standards that 

effective security requires a coordinated effort in management, operations, and 

technology. There is also agreement in security metrics literature that security metrics 

should facilitate decision-making and improve organizational performance with respect 

to security [58, 59, 71, 74]. Each system attribute cited as important to maintenance of 

security goals and objectives is a candidate for inclusion in the set of system attributes 

referred to in statement (J). As described at the end of Section 2.2 in the context of 

content metrics, criterion and construct metrics are possible system attributes that, in 

combination with other system attributes, may satisfy (I). Any set of system attributes 

that does this may be considered to be a construct valid indicator of system security. Such 

attributes would be considered important aspects of system security. This study claims 

that such attributes are system-level rather than component-level attributes. 

3. Security Survey  

A scientific perspective on the realm of security metrics evokes an image of a system 

attribute called security that can be measured in various indirect ways, where some 

measures provide more information than others. Like some natural and visible yet little 

understood attribute of the planet such as the weather, we are completely engulfed by 
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security attributes, good or bad, and have multiple methodologies with which to attribute 

properties to them. Nevertheless, the definition of the thing as a whole escapes us, and 

there is the constant reminder that the unknowable aspects of it may render our current 

theories untenable. If the current set of security metrics is considered a sample from 

which to draw observations on security in order to strengthen a theory of what security is, 

then we must measure those system characteristics that will provide the most significant 

correlations with the properties that define our core concept of this elusive attribute. 

The fact that security metrics seem so elusive has led some security subject matter 

experts to declare that security is more of an art than a science [19]. A validation method 

of an artist as opposed to a scientist may be described as something like, “I know it when 

I see it.” One reason security seems to fall into that category may be that there is 

something of a mystique around the ability to practice security in the context of 

alternative systems environments. Security architects tend to be jacks-of-all-trades when 

it comes to technology, and cannot explain how they know to do what they do when they 

design secure systems. Debates among researchers and practitioners on the topic of 

qualifications for the professional practice of security often center on this distinction of 

art versus science and pseudo-science [76, 77]. But technical verification does not seem 

to require the talents of an artist, and validation that security goals are met does not seem 

to be the forte of an artist. So those on the art side of the debate are comfortable with the 

void in the current state of the practice around validation, and this leaves us with simple 

verification that systems are configured or operating as intended, as opposed to validation 

that systems are secure [for example, 29]. From an architecture perspective, verification 
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is the determination that a system is “built right” but does not provide information on 

whether the “right system was built” [75]. Any claim to be made for the validity of 

security metrics must reference some preconception of what achieving security goals 

means in the context of the system mission or purpose.  

As noted in Section 2, there is currently agreement in security metrics literature that 

security metrics should facilitate decision-making and improve organizational 

performance with respect to security. But there are no attempts on record to directly 

measure the elusive attribute of security itself. Security metrics cannot directly measure 

security, but they can be designed to measure system attributes that strengthen the system 

against vulnerability to threat. In the formal language of our statements (F) and (G), 

“T(B,P(Y,A))” that equals by definition “Attribute B thwarts a perpetrator who exploits 

attribute A),” the fact that B is an attribute that compensates for vulnerability A makes B 

an important dimension of system security. This study is meant to settle the “art or 

science” debate firmly on the side of science. To provide evidence in support of a 

scientific conclusion that something can be known about properties like B, and to support 

the hypothesis that attributes like B are system-level attributes, a survey of system 

security experts was conducted. 

3.1. Survey Design 

The purpose of the survey was to elicit expert opinions on the properties (and associated 

measures) of a system that could be used to attribute security to it. The objective was to 

have systems security experts rank systems attributes according to their importance in 
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comprising overall system security. A complete description of the survey, including its 

design, construction, results, analysis, is in Appendix C. 

The survey was facilitated by a team of security expert reviewers, who immediately 

commented that security experts are busy, and tend to get distracted by changes in the 

threat environments for systems for which they are responsible. For this reason, they 

advised that the survey questions be streamlined and easy to answer quickly. This led to 

changes in questions that asked for rankings and weightings of security attributes in favor 

of a simple Likert-scale approach to registering opinions about security attributes. An 

important design criteria for the survey was that it had to take the minimum amount of 

time required to deliver opinions on the entire field of study that currently constitutes 

security metrics. 

The change in approach was not viewed as a total setback due to known issues with 

similar studies which solicited rankings and weights. In a similar study with respect to 

multi-attribute utility measurement in the domain of nuclear power plant planning, 

Borcherding et.al, used four weighting methods: the ratio method, the swing weighting 

method, the tradeoff method and the pricing out method [78]. The comparison of results 

showed significant consistency and validity problems of these methods to the extent to 

which they persist in a carefully designed interactive elicitation process. Speculated 

reasons for this inconsistency ranged from participant boredom with the information 

elicitation process to lack of true expertise on the part of the respondents. The study 

recommended using carefully designed interactive procedures for elicitation. For this 
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reason, the security survey respondents were requested to provide contact information if 

they would be willing to participate in interactive follow-up if necessary. 

The Boercherding study used an Analytic Hierarchy Process (AHP) approach, wherein 

one assumes that the problem space can be fully described in a way that priorities, 

allocations, weights, and preference ratios are judgments that can be represented with 

meaningful numbers which represent the importance of and dependencies between 

alternative and competing system attributes [79]. This approach was not used in the 

security survey because decision analysis in security is not as mature as it is the domain 

of nuclear power plant planning. Security outcomes cannot yet be quantified in as clear 

terms, such as lost lives and environmental damage. The literature review of Chapter 2 

makes it evident that there is no starting hierarchy that is agreed upon, and yet there is a 

wealth of candidate attributes for ranking.  

Another approach to structuring this type of problem is described by Thurstone, where 

participants initially are provided with a blank slate, and iterative ranking exercises 

reduce the population of the overall attribute list [80]. Unfortunately in this study, the 

time constraints of potential survey respondents made it improbable that many would 

participate if they had to start with a blank slate. The properties that professionals 

currently use are readily apparent from the literature survey in Chapter 2, and these were 

used as a starting point.  

Both the Boercherding and the Thurstone studies acknowledge that it is necessary to 

analyze sensitivity to ambiguous questions, as well as any potential environmental 
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changes in criteria that may result in changes in judgments. Decision theory as applied to 

security has typically concentrated on only one aspect of the security problem, which is 

investments in a single technology [81]. Thus the security problem, in contrast to that 

performed by Boercherding and the Thurstone, does not have a framework waiting to be 

articulated. Rather, this research is necessary due to the fact that system security is not 

yet well understood enough to place a framework around the problem for others to refine 

with weights. Yet neither do we begin with a blank slate. This situation is typical in any 

theory construction for attributes that are not well understood. As observed by Wrenn, 

“We must subject our constructs to measurement if we are to test our theories, but if we 

were to insist that theory tests wait until we have a fully axiomatic theoretical model, 

scientific inquiry would virtually halt” [82]. Hence, in addition to the security attribute 

criteria, the survey contained other questions of multiple types which were designed to 

provide background “noise” in order to ensure that bias in attribute select choices was 

minimized. It also allow respondents to clarify their responses with open ended questions 

and selections of “other”. 

To answer prior studies’ concerns related to ambiguity and environment, attribute-related 

questions were ranked using three methods: Thurstone’s method post-initial ranking, 

where the positioning of items on the Thurstone scale can be found by averaging the 

percentiles of the standard normal distribution corresponding to the proportions of the 

respondents preferring one item over each of the others [80], the One Number Method, 

which was designed to register strong opinions [83], and a simple survey rating system 

based on proportionate number of respondent selections. These rankings were separated 
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into four levels and sent to the CISO-level survey respondents who volunteered to be 

asked follow-up questions. Of the respondents who provided an email address for follow-

up questions, a significant number were either CISOs or consultants with CISO 

experience.  

3.2. Survey Results 

3.2.1.  Qualifications 

Though 109 out of 224 solicited took the survey, after scrutiny of responses, there were 

60 qualified respondents. The qualifications of those experts are illustrated in Figure 7. 

Where technology experience and work experience were not the same, they are 

connected by a line on the graph. Two people reported having a few more years of 

technology experience than total work experience, and this result is depicted by an arrow 

pointing to the left in the line which connects them on the graph. The graph shows less 

than 60 points because a few respondents had exactly the same number of years 

experience in all three dimensions. Figure 7 also shows the highest level of education for 

the individuals. Following the count is the average years in security of the individuals at 

that degree level, and the average total work experience at that level. Two thirds of the 

participants were active in security professional organizations and over two-thirds had 

some form of security certification. Seventy-eight percent of the participants were either 

active or certified.  
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Figure 7: Survey Respondent Demographics 

 

In the survey, four questions asked respondents to rate system attributes relationship to 

security metrics on a Likert scale. These constituted a 44 independent multinomial trial of 

5 possible outcomes of the same probabilities. A normal distribution of results would 

indicate that respondent answers were the equivalent of random selections. This would be 

the case if the respondents as a whole had ambiguous attitudes toward a given question. 

By contrast, a positive kurtosis or significant skewness would indicate that the 

observations are more clustered about an attitude on which respondents agree. Collective 

responses to any question that approximated a normal distribution or a flat curve were 

judged too ambiguous to merit inclusion as a security attribute. Appendix F includes 

descriptive statistics for all attributes. Seven of the forty-four attributes were removed 
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due to ambiguity have a skew value below 0.3 and also a central mean (flat) or kurtosis 

near zero (normal).  

3.2.2.  Rank Results 

The resulting rank order of security attributes reflects the attitudes of the respondents on 

all questions which merit positive attribution of security. As expected, the three statistical 

methods used to rank expert opinions of system security attributes yielded slightly 

different results. These are listed in Table 1.  

Table 1: Attribute Rank Order for Survey Responses 
Orig 
Order 

Question Label Thurstone One 
Number 

Survey 
Rating 

20 Q21-20-IDAuth 1 1 1 

27 Q24-4-PassPenTest 2 2 3 

11 Q21-11-Incident 3 4 4 

36 Q26-4-VaInput 4 3 2 

1 Q21-1-Mission 5 7 13 

8 Q21-8-Awareness 6 5 5 

23 Q21-25-ThreatProtProb 7 6 9 

14 Q21-14-PhysEnv 8 14 22 

15 Q21-15-Personnel 9 12 19 

10 Q21-10-Recovery 10 10 7 

17 Q21-17-Interfaces 11 11 15 

9 Q21-9-SWChange 12 18 10 

37 Q26-5-DefOutput 13 8 8 

26 Q24-3-PassSecRev 14 20 18 

19 Q21-19-AuditTrails 15 15 23 

4 Q21-4-Risk 16 9 6 

18 Q21-18-Segregate 17 17 17 

16 Q21-16-SWIntegrity 18 19 16 

7 Q21-7-Acquisition 19 21 24 

5 Q21-5-Infrast 20 13 12 
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Table 1: Attribute Rank Order for Survey Responses 
6 Q21-6-Features 21 25 21 

13 Q21-13-Media 22 26 30 

33 Q25-4-Logs 23 16 11 

2 Q21-2-Certif 24 32 34 

22 Q21-22-AssetValue 25 24 29 

32 Q25-3-Mgmt 26 28 25 

3 Q21-3-Standards 27 30 26 

34 Q25-5-BCP 28 23 14 

29 Q24-8-FailSafe 29 35 35 

28 Q24-7-Interfaces 30 31 33 

25 Q24-2-SecAudit 31 29 27 

35 Q26-2-Pattern 32 22 20 

31 Q25-2-Config 33 27 28 

24 Q24-1-RegAudit 34 36 36 

12 Q21-12-VendorOver 35 34 32 

21 Q21-21-TechCfg 36 33 31 

30 Q25-1-Resources 37 37 37 
 

3.2.3. Subsequent Analysis and Feedback 

Rank order centroid analysis was performed to determine whether deviations between 

three types of ranks in Table1 were large enough to be investigated, and further 

investigation was deemed unnecessary. However, it was determined that responses were 

clustered within ranks. Table 2 shows that 4 sets of values maintained their general order 

outside of the more detailed sub-ordering within the clusters. All three of the security 

attributes identified by the research hypothesis are in the top tier of importance to security 

measurement, and indeed, all of the security attributes in the top tier are system-level 

attributes. So the null hypothesis that all important dimensions of system security are 

attributes that can be measured at the component level is not true, and the hypothesis that 
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security measurement requires the contribution of the system-level attributes: articulated 

mission and purpose, validated input, and incident detection and response cannot be 

rejected.  

Of course, like most theories, its ultimate confirmation lies in its utility, and requires 

continual study. Although some of the subject matter experts who engaged in follow-up 

analysis did shuffle a few of the attributes from tier to tier, the research hypothesis as 

well as the more general finding that the most important attributes of security are at the 

system rather than component level was also generally supported by these subject matter 

experts. Specific subject matter expert follow-up comments included general 

disappointment that any security attribute would be considered “not important” as 

component security could of course be a weak link in a chain or armor. They also 

commented that responses to the survey were subjective, and complained about the 

“noise” level of the questions, both of which were, as noted in Section 3.1, intentional. 

Table 2: Clusters of Ranked Attributes 
1 User identification and authentication 

 Withstand targeted penetration attacks by skilled attack teams 

 Incident detection and response 

 System interfaces accept only valid input 

 Articulate, maintain, and monitor system mission 

 Security awareness 

 Evaluate the extent to which systems are protected from known threats 

 Physical and environmental protection 

  Personnel screening and supervision 

2 System recovery planning 

Security features required to maintain integrity over system interfaces 

System and software change control 
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Table 2: Clusters of Ranked Attributes 
System output conforms to well-defined specifications 

Pass internal security review 

Maintain audit trails on use of system functions 

  System-level risk assessment 

3 Segregate users into groups or roles for access control 

 Software integrity preservation 

 Due diligence in system and services acquisition 

 Infrastructure Risk Assessment 

 Security features that correspond to system functions 

 Control over removable media 

 Logs that verify that process designed to secure system is followed 

 Certification, accreditation, and security assessments 

  Quantify the value of assets at risk in system operation 

4 Progress in a management plan to secure system 

 Use security standards as system requirements 

 Successful execution of business continuity procedures 

 Fail in denial of service mode 

 Maintain integrity of interfaces through system development lifecycle 

 Pass security audit 

 System follows a commonly used architecture pattern 

 Percentage of systems or components that have passed security configuration tests 

Pass regulatory audit 

 Oversight of vendor maintenance 

 Maintain values of standard security variables in system technical configuration 

  Number of resources consumed in system security-related tasks 
 

The full set of survey results in Appendix D includes all comments from all participants. 

Notable comments emphasizing the importance of a system-level approach to security 

attribution are: 
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• The environment requires easy to understand system documentation from 

inception to production with security being an identifiable component at all levels. 

As much detail as is needed to fully describe security related elements/functions is 

required and development phases are reviewed and accepted or rejected based on 

completeness and ease of understanding. 

• System security verification requires an assessment of how the integrated security 

components combine to defend against, discover or respond to attacks. 

• Security is an epiphenomenon, a second-order effect of a business process as 

implemented in a cultural context. As such it is difficult to define repeatable, 

comparable, quantifiable objective measures of security. 

• The best security metrics are those that have business correlation, and can be 

collected analyzed and communicated to support decisions (I assume your context 

implies that this capability exists, but in truth most organizations struggle 

reaching a minimal level of maturity) Your question brought to mind a similar 

question: "What is the best language?" My response to that has always been 

similar to the one above. Those with the ability to communicate in multiple 

languages have strong opinions in this area, but if you ask a language professor 

they will often slap their foreheads and wish that their students knew how to 

communicate in any language. (My 2 cents from the soapbox) 
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4. Security Theory Attribute Construction 

The results of the subject matter expert survey map to the formulation of the hypothesis 

in statement S of Section 1.4.2. The following list is a decomposition of statement S into 

statements that correspond to our experiment, and allow a derivation of a formal 

conclusion. 

1. System contains an hypothesis attribute 

2. Attribute is at component level 

3. Component attribute is not an hypothesis attribute 

4. System exhibits security attribute 

These numbered statements allow the following simplification of statement S:  

 System is Secure  { 1 } AND { 2  3 } AND { 4 }  

Given that our subject matter experts were asked to opine on a plethora of attributes and 

that they identified all three hypothesis attributes as important security attributes, and 

they did not identify any components as most important security attributes, it is feasible 

to use these opinions to designate statement 1 and 4 as true, and statement 2 as false. 

These values allow us to conclude that the hypothesis is logically correct. Although such 

surveys cannot confirm our hypothesis, they do provide enough evidence to reject the 

null hypothesis that all system security attributes are at the component level. The survey 

provides a basis for the claim that the three security attributes in the hypothesis provide a 

foundation for a construct theory of security. 

We also know from the comments provided both in the survey and via subject matter 

expert feedback that the attribution of security will differ with system purpose. This issue 
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was also discussed in Section 2.4 as a reason for rejecting most current candidates for a 

construct theory of security. So any newly posited theory must be careful to avoid the 

same pitfall. Hence, this section does not draw on our survey result to describe a 

construct theory of security, but instead describes a framework with which to create 

construct security theories for a given system of interest.  

“Framework” has become a generic term for standards and guidelines, process 

improvement models, and assessment methods in various disciplines within systems and 

software engineering [84]. The term, “Security Framework” is typically used to refer to 

an enterprise security methodology of the sort depicted in Figure 8 that allows 

management to see the relationship between security process, technology, and risk [17, 

85, 86].  

Figure 8: Example Security Architecture Framework [17] 
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Though security management frameworks aimed at producing security metrics are readily 

available [87, 88], there are not many examples of using frameworks to construct security 

metrics. Without such construct foundations, these management frameworks are 

assuming, rather than demonstrating, that the measured activities will produce the desired 

results. Amoroso described a similar situation when he pointed out that the US 

Department of Homeland Security’s attempt to portray threat levels as colors was 

intended to mimic the fire threat level of the Smokey the Bear signs. But because it lacks 

the same theoretical underpinning (which in the forest fire case is based on environmental 

measures), has instead left a wake of confusion [89].  

The difference between these traditional security frameworks and the approach that is 

used herein is the focus on system mission and purpose as opposed to the more generic 

goal of security. Figure 9 illustrates this approach using the systems security engineering 

research roadmap from which the definition of security was derived in Section 1.2. The 

roadmap approach begins with the requirements specific to the system of interest, 

whereas traditional security architecture frameworks begin with generically-phrased 

systems security requirements. An example of the traditional approach is articulated by 

Fabian, “A goal is a security property of an asset, in which the stakeholder is interested. 

Goals get more detailed by transforming them into requirements. Those get more 

concrete by the conjunction of specification and assumptions (supported by facts)” [90]. 

Another example as articulated by Mead states that the security engineering process starts 

by “identifying security goals” [86]. In a roadmap-driven security framework, the only 

goal is that of system functionality. Security attributes gain credence by contributing to 
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that goal, not by identifying a separate set of security goals that align with it.  

Figure 9: Roadmap Path for Security  

 

Figure 10 is a set-theoretic view that illustrates the difference between the traditional 

approach to security architecture and the new, system level, approach. Statement J says 

that, for each system attribute which presents a vulnerability, either there is no perpetrator 

who will exploit the vulnerability, or there should be another system attribute that 

compensates for the vulnerability. Figure 10 shows the vulnerable attributes as a subset of 

system attributes, and perpetrator targets as a subset of the vulnerable attributes. These 

also become targets for security engineering. Traditionally, security engineering has 

attacked this problem with compensating controls, which is a technical term in the 

security profession that refers to controls that are devised because the system itself has no 
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controls that will minimize damage were the vulnerability to be exploited. Compensating 

controls are by definition work-arounds that are not part of the system itself, but security-

specific components, derogatorily referred to as bolt-ons. The history of security 

technology is the story of the development of one of these bolt-ons after another, all 

motivated by a specific exploit, and most have been incorporated into the various security 

standards described in Section 2.4 [91]. By contrast, a security engineering framework 

that recommends construct security theory based on system level security attributes 

would be expected to alter system-level attributes to eliminate or reduce vulnerability. If 

this approach is tried first, the number of security-specific compensating controls should 

be minimal. The progression of the set-theoretic constructs at the bottom of Figure 10 

illustrate this difference. 

Figure 10: Set-Theoretic Illustration of the system Level Approach
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A clear understanding of required security attributes in the context of a given system 

mission should allow the design of effective security features, as well as metrics to 

determine their effectiveness in maintaining system security. Armed with a clear 

definition of security, and with the most important systems attributes that indicate 

security effectiveness, it is possible to construct a framework with which to apply those 

survey results.  

For a security engineer to follow the advice of the experts as described in Chapter 3, the 

list of the most important systems security attributes would be included in the first stage 

of system analysis depicted in Figure 9, and would take place early in the systems 

engineering process rather than in a separate security-specific process. These include the 

three system-level attributes in the hypothesis, and also others that made the security 

experts’ most important list: 

1. Articulate, maintain, and monitor system mission 

2. System interfaces accept only valid input 

3. Incident detection and response 

4. User identification and authentication 

5. Withstand targeted penetration attacks by skilled attack teams 

6. Security awareness 

7. Evaluate the extent to which systems are protected from known threats  

8. Physical and environmental protection 

9. Personnel screening and supervision 
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As these are all system-level rather than component-level requirements, any systems 

engineering process following the standard “Vee” model as illustrated in Figure 11 

should consider them prior to formulation of a concept of operations (Note: the standard 

systems engineering Vee in both Figure 11 and Figure 12 is adopted from[75]). Figure 11 

also illustrates in which stage of the systems engineering process systems security metrics 

should be devised for both verification and validation. 

Figure 11: Security Metrics Framework Overlay on the Vee Model 
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The two research objectives as described in section 1.4 are to contribute a methodology 

for planning security that includes metrics and to provide an explanatory framework that 

is helpful in understanding decisions about security. The framework just described 

achieves both objectives by providing a method for both engineers and system 

owners/operators to: 

• Identify system security support features and the system functions and 

components that instantiate them. 

• Evaluate the extent to which security features enable a system to thwart 

perpetrators who enact threats that exploit system vulnerabilities to cause 

damage that adversely impacts system value (using definition A from Section 

1.2). 

• Devise verification and validation metrics at the system level that demonstrate the 

presence of security attributes. 

• Consider design alternatives in terms of their effects on system security.  

The framework uses the most important systems-level security attributes as a systems-

thinking springboard to extract a set of desired security attributes, or features, from the 

mission and purpose of the system in the context within which it operates. Security 

architecture can then be integrated into systems architecture, customized rather than 

bolted-on in response to the latest threat. Metrics may be devised that measure whether 

security functional requirements are met by security features. Design alternatives may be 

evaluated using these metrics. Where systems exhibit similar architecture patterns, it 
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makes sense that they make use of common security architecture models [92]. The 

existence of system-level security metrics for common security architecture models 

should make it possible to develop tools that guide future engineering efforts toward 

more secure solutions. 

Note that the research objective is not to provide a tool for a specialty security 

engineering group, rather to equip systems engineers with security dimensions of 

thinking as they develop an initial concept of operations and subsequent system design 

goals. Therefore, the security metrics framework does not come with a security-specific 

guide such as that in Figure 8. Rather it is meant to be understood as a Vee model overlay 

based on Figure 11. As illustrated in Figure 12, the overlay facilitates the ability of 

systems engineers to construct a theory of security as composed of important security 

attributes that must be systemic properties of the resulting system. In Figure 12, the 

framework is labeled “STAC,” an acronym that stands for security theory attribute 

construction. It suggests that systems engineers include seven security activities in the 

system architecture process, but stops short of being a separate, seven-step process itself 

because the steps must be integrated into the existing Vee model, not performed 

separately. The seven activities are: 

1. Construct security theory using system-level security attributes 

2. Devise verification and validation security metrics 

3. Design security features  

4. Build security features  
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5. Verify security feature design with content metrics 

6. Verify security feature design with criterion metrics 

7. Validate theoretical security construct 

Figure 12: Security Theory Attribute Construction Framework 

 

Security at the system level starts with a STAC-framework suggestion for how security is 

supposed to be accomplished. As in any other systems engineering requirements analysis, 

the engineer may then evaluate whether the STAC would be effective if all system 

elements proscribed by it were functioning correctly. Systems engineers employing such 

methods should be able to build on prior results by citing successful security verification 

and validation results in similar architecture patterns. The challenge is to devise metrics 

that show that the security that was the design objective was accomplished for the given 

system of interest, and employ measurements that reflect the design objectives in addition 
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to the verification that the design was implemented correctly. In the next Chapter, two 

case studies provide examples of how such frameworks and metrics may be integrated 

into the systems engineering process. 

5. System Security Engineering Case Studies 

In this chapter, the STAC framework introduced in Chapter 4 is applied to case studies in 

Cloud Computing and Mobile Communications. The case studies follow Checkland’s soft 

systems engineering methodology. Each section describes the problem situation 

unstructured, expresses it in a structured manner, defines the system, develops a 

conceptual model, compares that model with the structured problem, identifies feasible 

changes in structure, procedure, and attitude, and recommends action to improve the 

situation [93]. The soft systems engineering component of each case study provides a 

descriptive rationale for applying the STAC framework to meet the security requirements 

of the system of interest. The remainder of each case study addresses implementation 

issues. 

5.1. Cloud Computing 

5.1.1.  Cloud Computing Security Problem 

The Cloud Computing case study is an enterprise cloud management system (“Cloud 

System”) meant to allow business technology units to both deploy internal applications 

into cloud services and to allow safe use of commercial cloud-hosted platforms and 

applications. As illustrated in the use case diagram of Figure 13, the purpose of that 

system is to facilitate the ability of an enterprise customer to procure technology services 
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which may be dependent on multiple clouds. Because the security challenges are obvious 

from the use case diagram, it may also serve as an initial trust model, which is a security 

engineering technique to illustrate reliance on security-related claims [17]. The red 

components in Figure 13 indicate inherently untrusted components of the system of 

interest. The problem is how the enterprise can control its information confidentiality, 

integrity, and availability while the actual operation of its technology services is 

performed by a variety of cloud operators.  

In the context of Cloud Computing, trust relationships between an enterprise cloud 

customer and counterparties are typically decided by working committees of cloud 

security professionals who have published cloud-specific security standards, and they 

may place significant emphasis on legal vendor service level agreements in order to 

resolve such trust issues [94]. However, the STAC framework does not consider 

recommendations for contractual assurances or risk tolerance as security measures, but 

instead concentrates on cloud customer system goals and the sociotechnical context in 

which the Cloud System of systems operates. Hence, the use case diagram of Figure 13 

illustrates that system functions that are typically controlled or influenced only by the 

cloud vendor must also be capable of being managed by the enterprise cloud customer, 

referred to in the diagram as the “Enterprise Cloud Managers.” 
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Figure 13: Cloud Computing Problem 

 

5.1.2. A Structured Expression 

Systems security engineering typically facilitates structured expression of security 

problems via threat analysis. The experts in our survey highlighted this capability as an 

important security attribute, which in the survey was labeled: “the extent to which 

systems are protected from known threats.” In the case of Cloud Computing, any Internet 

security vulnerability is considered a potential point of threat exploit. In addition to these 

ubiquitous and common threats, any given system will have its unique set of adversaries 

who are both knowledgeable and capable of gaining advantage through disrupting 

productive system operation. These include, but are not limited to competitors, 

disgruntled customers and employees, individual and organized criminals, hostile nation-

states, and terrorists. Hence, it is possible to structure the problem in terms of potential 

attack from these adversaries. Security requirement analysis tools available to structure 

the problem include attack trees, adversary sequence interruption models, and 
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connectivity diagrams [37]. If security requirements are to be proposed prior to 

completion of system design, then the problem must be structured at a high level that 

does not assume a specific system architecture. Attack trees are distinguished from other 

security-requirement-gathering tools in that they model only adversary behavior in the 

absence of a representation of the system itself. Therefore they are the most appropriate 

tool with which to structure a problem without foreshadowing its solution. 

Figure 14 is an attack tree where the goal is to steal information trusted to the cloud, and 

that event may be used as an example of cloud failure to achieve its mission or purpose. 

In Figure 14, the attack goal is decomposed into sub-goals that would have to be 

combined according to an identified logical structure in order to accomplish the goal 

identified in a higher layer. It identifies seventeen (17) distinct attack paths. Each attack 

path relies on some combination of eleven (11) possible activities that, if possible, would 

contribute to a situation in which customer data may be exfiltrated from the customer 

either through the cloud network or to the cloud network and then on to an external site. 

These activities are underlined in the attack paths in Figure 14. They are referred to as 

leaves, because they are at the lowest level of a branch of an attack tree, become the basis 

for specifying security features to thwart anticipated attacks. Together, they establish the 

design basis threat (DBT) for the Cloud Computing System. 
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Figure 14: Structured Cloud Problem [95] 

 

 

5.1.3.  System Definition 

The root definition of the relevant system is expressed in the systemigram of Figure 15. It 

draws on the use cases wherein the system of interest is an Enterprise Cloud 

Management system, and that system manages Clouds that are used by Enterprise Cloud 

Users that need Technology Services. 
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Figure 15: Cloud System Definition 

 

5.1.4.  Conceptual Model 

To apply the STAC framework to the problem of cloud security management, important 

system-level security requirements shall be considered part of the system model at the 

initiation stage of system analysis, and incorporated in system security engineering 

methods that are used to gather functional requirements.  

STAC Step 1: Construct security theory using system-level security attributes 

While a traditional security engineering process would flow directly from the potential 

vulnerabilities identified in an attack tree to security requirements to technology controls 

designed to limit these activities, the STAC framework suggests that a systems engineer 

should examine these potential exploits in the context of system attributes as a whole and 

system level security in particular, while simultaneously considering the system mission 

to allow technology service use by authorized cloud users. Table 3 maps the requirements 
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introduced by the leaves of the attack tree to the important dimensions of system level 

security identified in the survey analysis: 

Table 3: Cloud Computing Requirements 
leaf Attribute from  

Section 1 of Table 2: 
1. 
Mis-
sion 

2. 
In-
put 

3. 
Inci-
dent 

4. 
ID-
Auth 

5. 
Pen-
Test 

6. 
Awr-
ness 

7. 
Eval 
Thrt 

8. 
Phys
-Env 

9. 
Per-
son 

D All network 
connections that allow 
automated data transfer 
external to the cloud 
shall permit only 
customer-authorized 
data transfers 

X         

G 
H 

All movement of data 
into the cloud shall 
follow well-defined 
business processes and 
shall be filtered to 
ensure content 
conforms to the 
purpose of the 
authorized access path. 

X X  X      

I Internet access from the 
cloud shall be used 
only for customer 
specified 
communications, and 
shall not be configured 
to allow any ad hoc or 
personal use of the 
Internet  

X         

J There shall be no route 
from the cloud to the 
customer network that 
does not terminate 
medication within the 
customer network 

X         
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Table 3: Cloud Computing Requirements 
leaf Attribute from  

Section 1 of Table 2: 
1. 
Mis-
sion 

2. 
In-
put 

3. 
Inci-
dent 

4. 
ID-
Auth 

5. 
Pen-
Test 

6. 
Awr-
ness 

7. 
Eval 
Thrt 

8. 
Phys
-Env 

9. 
Per-
son 

P Customer network 
connection to cloud 
should show control 
changes to network 
access via an 
authorized system 
lifecycle process, 
wherein all actual 
changes are compared 
to records of 
authorization and 
authorized purpose 

 X X   X   X 

Q Changes to network 
access shall require the 
collaboration of at least 
two skilled engineers 
responsible for 
following system 
lifecycle process 

 X X X X X X  X 

L Cloud users who do not 
have up-to-date 
security patches and 
desktop images shall be 
prevented from 
connecting to the cloud 

 X X X X X   X 

M All Cloud outbound 
Internet connectivity 
shall be filtered to 
prevent exfiltration of 
sensitive data  

X         

N Cloud vendor shall not 
allow changes to 
network access unless 
supported by controlled 
system lifecycle 
process 

X X X   X X  X 

O Physical access to 
equipment at cloud 
vendor shall not allow 
data access 

   X X   X  
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The requirements in Table 3 may also be viewed as potential vulnerabilities in the 

systems security attributes listed in the numbered columns, or in other systems functions 

that support the activities referred to in the first column. At this high-level stage in a 

requirements analysis process, it is important for a systems engineer to keep in mind the 

difference between statement H in the hypothesis derivation process: 

it is possible that there is a system vulnerability that no perpetrator exploits 

and statement I: 

given there is a perpetrator who exploits an attribute, it is possible that the system 

has another attribute that thwarts the perpetrator from that exploit 

The effort should attempt to identify if there are any systems functions whose 

vulnerability would not be a perpetrator target. As long as none of the important system 

security dimensions were placed in this category, risk-based exclusions may make 

security analysis and thus the overall systems engineering process more efficient. An 

example of such an exclusion in the case of Cloud Computing might be the system 

attribute of Internet Connectivity. Though critical to the mission and purpose of the 

system, a cloud vendor would virtually be put out of business if it was not connected to 

the Internet. So setting customer-specific security requirements or features to reduce 

potential vulnerability due to Internet unavailability in this area may be waived as overly 

redundant with the cloud service provider’s security responsibilities. 

With the high level security requirements documented, a systems engineer should 

introduce features and functionality designed to thwart perpetrators who would exploit 

systems vulnerabilities that allow the leaf activities in the attack tree to occur. Combining 
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these security features and functions with the security attributes of Table 3 in the context 

of the set-theoretic process at the bottom of Figure 10 provides the scope of system 

attributes to be scrutinized for possible modification to reduce vulnerability. Each 

important security attribute in the numbered columns of Table 3 should be supported by 

systemic security features that cover the requirements in the corresponding rows. Some 

of the security attributes correspond to the same subset of security requirements, and this 

suggests that security features may be developed that cover more than one important 

security attribute. 

For example, the security attribute, Articulate, maintain, and monitor system mission, 

should be addressed with system functionality expected to control data flow through 

network connectivity. While network level security features are traditionally restricted to 

communications protocols at the host level, this analysis suggests that data-centric 

security models be utilized at the system level [96].  

For an example of the situation where multiple security attributes correspond to the same 

subset of security requirements, consider that both User identification and authentication 

and Withstand targeted penetration attacks by skilled attack teams cover requirements for 

access controls at both the network engineering, servers, desktop, and physical levels. 

This wide range of narrowly defined user job functions to be covered by user 

identification and protected from pentests suggests that enterprise-level identification 

repositories will be required to coordinate authorization for various cloud-enabled 
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technology services, and that any concept of operations must ensure that user 

communities are appropriately segregated. 

Another example where multiple security attributes correspond to the same subset of 

security requirements includes systemic lifecycle attributes. This finding is of notable 

importance because it indicates that incident detection and response is closely associated 

with other systems lifecycle attributes that are typically considered quality-driven, such 

as software and network change control. Creating systemic security features that would 

meet a combined set of software, network, and security incident response and change 

control requirements is a significant contribution to the efficiency of the systems 

engineering security process.  

Note that one important system attribute contributing to these features is the “extent to 

which systems are protected from known threats.” This indicates that continuous 

improvement of the attack model should be incorporated into the system lifecycle 

process. This type of security requirement will come as no surprise to any system security 

engineer familiar with the observe, orient, decide, act loop prevalent in military security 

operations, in which security depends on one's ability to assess the current environment 

in the context of the mission and be able to alter mission strategy based on the result of 

that evaluation [97]. 

The security requirements suggest a revision of the systemigram for the Cloud 

Management System, which is illustrated in Figure 16. Given the above discussion, 

which is meant to emulate the security system thinking undertaken by a systems engineer, 
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controlled data flow and change detection become core features within the system 

mission and purpose. Other security features suggested by Table 3 are also incorporated 

in the systemigram. They appear in red. This integration of key security features with 

system mission and purpose becomes the initial security model for Cloud Computing, 

and ultimately the Concept of Operations for the Enterprise Cloud Management System.  

5.1.5.  Comparison of the Model to the Structured Problem  

To facilitate comparison of the security model to the structured problem, it is helpful to 

envision a scenario in which the Cloud system is in use while under attack.  

Figure 16: Cloud Security Model 

 



  76 
 

 

STAC Step 2: Devise verification and validation security metrics  

For the purposes of the case study, it is assumed that a full set of security features 

corresponding to the systemigram of Figure 16 are available to be integrated with the 

system of interest. In this section, we compare the model to the attack tree in Section 

5.1.2. One system-level measurement approach to this comparison is a Security Work 

Factor Ratio (“SWFR”) between "time to protect" and “time to attack” [98]. A SWFR is a 

product of two measurements, defined as: 

• The time to protect (TTP) is the average interval between when a target is first 

aware of the existence of a new threat and when it successfully deflects it. This 

measure depends mainly on the speed and effectiveness of a target's response 

capability.  

• The time to attack (TTA) is measured as the median lifetime of malicious activity 

emanating from a specific source. This is useful to measure in situations where 

attackers must constantly create and abandon original points to evade detection. 

The shorter this median lifetime, the heavier is the burden on the attacker to 

continuously change its location to evade detection.  

• To the extent the ratio TTP/TTA is minimized, the defenders are successfully 

thwarting attacks. To the extent it increases, the attackers are more successful. 

The goal of absolute security would be measured with a TTP/TTA metric that is 

better as the ratio approached zero. 
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To measure whether the goal of preventing data theft is met in a Cloud environment, the 

TTP may be derived from a combination of the vulnerable components that need to be 

compromised for the data to be stolen and the existence (or not) of security controls that 

compensate for the vulnerable components. This requires modeling of attack paths and 

identification of defenses in place to delay or stop each path. For example, attack path 1 

in Figure 14 indicates that activities on leaves D and P set the stage for the attack path to 

be utilized. The vendor network periphery must be opened to an attacker site and the 

customer firewall must be hacked in order for the exploit to occur via attack path 1. 

To assign a time to attack value to the path, the length of time that an attack is available 

to the attacker would be calculated for each leaf activity. Assume that there is no control 

against the vendor periphery connecting to the attacker site (such would be the case if 

outbound Internet access was allowed from within the vendor network, which is 

common). Then the time assigned to the leaf is infinity (INF). The time to attack is then 

bounded only by the time an attacker determines there is opportunity to hack a customer 

firewall to gain administrative access. The opportunity determination will depend on 

what vulnerabilities are known to exist in firewalls in general at the time, and the 

prevalence of hacker tools that efficiently execute that firewall attack. Such measures can 

be estimated using publicly available historical data concerning similar attacks [39]. As 

Clouds are subject to the same attacks as any network on the public Internet, comparative 

attack data may also be captured using the time that URLs used to distribute malicious 

software and/or collect data from infected hosts are active before they are detected by 
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security services companies that investigation and filter such URLs (“web reputation 

services”).  

To assign a time to protect (TTP), available corrective controls must be reviewed. For a 

firewall whose rules and configurations are checked daily via automated mechanisms and 

response is immediate configuration correction, this attack may be available for one day. 

For environments where firewall rules are checked once annually by external auditors, 

this time period is one year. For firewalls with known exploitable vulnerabilities due to 

software flaws, this time period is the average time between firewall software 

vulnerability announcements, and the time customers install patches. Consideration of 

more detailed alternatives may prompt a systems engineer to add levels to the attack tree 

in an iterative requirements process. 

Where there is a single point of security failure on any one attack path, then the time to 

defend is the time to correct that situation. Assume that the control failure that allows a 

firewall hack is a software vulnerability in firewall access control. In this case, the time to 

fix that component includes not only the time the firewall vendor takes to offer a patch 

for the component, but also the time the Cloud vendor takes to apply the patch. Although 

the vendor may have signed a service level agreement to apply patches “as soon as 

possible,” the vendor’s historical time to repair can only be measured by monitoring the 

system in operation. If another mechanism may compensate for that failure, but is a 

detection rather than a prevention mechanism, then the time to protect is the interval 

between the detection and the response that thwarts the threat. Hence, the time to protect 
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a given path will depend on the controls preventing exploit on that path, and is measured 

as the minimum time required to establish compensating or corrective controls. 

If each attack path can be assigned a SWFR based on the minimum TTP/TTA for attack 

recovery, then the security of any given Cloud System C may be measured by the time to 

protect against all identified threats to the Cloud. Assume P1 through Pn are the paths on a 

rigorously devised attack tree for Cloud System C, and P1SWFR through PnSWFR are the 

corresponding SWFR ratios that an attack of depth d would take on each path. CSWFR is 

the longest of those minimum values, calculated as: 

CSWFR = max ( P1SWFR … PnSWFR ) 

Using SWFR, the median of a Cloud attack is measured using a moving historical sample 

of active attacks. Trends will of course change continuously, so any cloud security 

validation metric based on it will have to be continuously monitored to ensure that any 

validation that stakeholder expectations for security are met evolve in conjunction with 

changes in the threat environment. But in general, assuming equivalently thorough attack 

trees, the lower the CSWFR, the stronger the security metric. Given two Cloud 

environments with roughly equivalent threat services, a Cloud with a lower CSWFR will 

be more secure than one in which it is higher. 

In this metric calculation, the time to thwart the attack is taken as a constant. In practice, 

however, customers should insist that there be multiple controls layered on each attack 

path to ensure that there is no single point of failure that would allow attacks to be 

successful. This is a “defense in depth” approach. In such cases, each path’s SWFR 
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would not be a single number, but an upper and lower bound. Different combinations of 

controls may be compared to achieve the longest time period as the upper bound, while 

minimizing the range between the upper and lower bound. Where redundant protective 

controls have been designed into a path, the path is said to have defense in depth, and, 

unless the same vulnerability applies to both controls, the TTP for redundant controls is 

zero. This suggests that another metric may be the percentage of attack paths for which 

the TTP is zero due to the presence of compensating controls of diverse technology. 

If the structure of the problem is assumed to include Table 3’s map of structured problem 

requirements to system-level security features, other system-wide security functionality 

may be validated with different techniques that also demonstrate how the systemigram 

security model maps to real life situations. A design goal derived from Figure 16 is that 

users are to be identified and authenticated to clouds. This can be validated with a 

security inclusion test wherein an active login in any electronic component of the cloud is 

sampled and compared with a centralized Identification and Authentication function to 

ensure that it is represented and a random sample of identities is made from the 

centralized repository and compared with access that it has recorded. Another example 

would be to actually insert an unauthorized login into a cloud electronic component and 

observe to ensure that a security incident was detected and reported, and the incident 

response process resulted in its removal. This observation could also be used to validate 

the design goal of incident response. The security awareness goal can be validated by 

having all cloud users participate in planned exercises such as the unauthorized login one, 
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and observe that they all follow the procedures in which they need to participate in for the 

security features to work. 

The system mission of providing technology services will presumably be validated with 

service metrics that are not specific to security, but should be also capable of confirming 

that the system-level attribute of Identification and Authentication supports the system 

mission by allowing authorized login. However, because there exist perpetrators who 

seek to exploit that attribute, it may also present a system vulnerability. This vulnerability 

is tested for via pentests, which is also a system-level attribute, but not one that thwarts a 

perpetrator seeking to exploit vulnerabilities in Identification and Authentication. To 

thwart any perpetrator seeking unauthorized access, there must be a deterrent or negative 

consequences resulting from exploiting the vulnerability. Such a deterrent or 

consequence becomes a requirement for a security feature. The Cloud Computing 

security model supports multiple possibilities for such a feature. One is a monitoring 

mechanism supporting a system-level attribute of Incident Detection and Response, 

where response may include some way to identify and punish the perpetrator, such as 

disabling further access from its source device. However, even if incident detection is not 

possible, the system can be designed to provide minimal data of value to a perpetrator, a 

technique known to security professionals as avoidance. Such a feature may allow data to 

be accessible only when encrypted. It may also be possible to introduce deception 

features that deliberately provide perpetrators with easy access to falsified data that 

would, if used by a perpetrator, arouse suspicions that may lead to arrest. These 

candidates for avoidance features have the common element that they reduce the value of 
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the attack goal, such as the bank automatic teller machine feature that leaks ink onto 

money if tampering occurs. Design considerations in this iterative manner should serve to 

reduce system level vulnerabilities rather than to immediately resort to bolt-on security 

technologies. 

The outcome of the STAC step of devising verification and validation metrics may also 

feed back into the security requirements process, as the process of verification and 

validation itself may introduce the need for additional or refinement of already specified 

security features. 

5.1.6.  Identify Feasible Changes in Structure, Procedure, and Attitude 

The current standards for measuring cloud security dictate that cloud users should query 

the cloud vendor on the extent to which they have establish best practices in security 

management [94]. When and if the vendors disclose their security model, it is compared 

with the customer security model and discrepancies prompt negotiations with the vendor 

for additional security controls. In the best of all possible situations, the vendor will agree 

to a 3rd Party audit and provide the results to customers [99]. Using this process, 

customers rarely if ever gain insight into a vendor’s capability to thwart attacks. Using a 

system-level metric such as CSWFR provides that missing insight. 

Systems security engineering has traditionally presented quantification of potential 

impact in combination with a suggestion for bolt-on security technology. A decision-

maker would decide whether the cost of the technology was a feasible way to minimize 

the possibility of exploit to a level where risk of damage could be tolerated. However, 
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neither the attribute of System-level risk assessment (Q21-4) nor the Quantify the value of 

assets at risk in system operation (Q21-22) made it to the top tier of system security 

attributes, and so in this analysis is considered less important at this initial concept of 

operations stage. This is intuitively true because the STAC framework proposes tightly 

integrated rather than bolt-on security features and the costs of these cannot be quantified 

until the design is more thoroughly understood. Moreover, no quantification of assets at 

risk in system operations is possible prior to a development of a concept of operations.  

STAC Step 3: Design security features 

Section 5.1.5 discussed how the STAC framework is applied to construct a theory of 

security for the Cloud Computing system. If the theory holds, is should be possible to 

design a system with the security features implied in Figure 16 and subsequent 

discussion, and verify that each security feature is able to control the functionality and 

data flow depicted in the diagram. It should also be possible to devise verification metrics 

that show the system as a whole has important security attributes in the combination 

necessary to support the security construct. Although great care must be taken to specify 

each security feature in order to achieve its purpose, and a similar level of diligence to 

specify verification metrics for each feature, these tasks are well within the range of 

today's security engineering methodology. Table 4 provides an example of security 

metrics that correspond to the security features, as labeled in the systemigram.  
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Table 4: Example Verification Metrics 
Security 
Features 

Example Verification Metrics 
Content Criterion 

controlled data 
flow 

Software ports and network traffic 
filters configured as per 
specifications. 

Pattern-based analysis of network 
traffic for data outside of control 
flow should yield no results. 

change 
monitor 

All devices and data files may be 
traced to an authorized purpose. 

Exercises in recovering earlier 
versions of software should be 
successful. 

penetration 
tests 

The set of vulnerabilities tested 
corresponds to current threat analysis 
results.  

Tests for known vulnerabilities 
should yield no results. 

security 
awareness and 
threat analysis 

Current threat trees exist for 
commonly known vulnerabilities. 

Simulated security incidents should 
yield behavior according to pre-
established process and procedure. 

physical and 
environmental 
controls 

Manual and automated monitoring 
the physical premises should not 
reveal exceptions specifications. 

Physical security drills should yield 
behavior according to pre-
established process and procedure. 

identification 
and 
authentication 

All active system users should 
correspond to authorized staff. 

Simulated social engineering tests 
should not result in unapproved 
access. 

security 
incidents 

Security incident documentation 
should reveal conformance to 
procedure. 

Simulated security incidents should 
yield behavior according to pre-
established process and procedure. 

supervisors All employees have a designated 
supervisor responsible for screening 
and monitoring their activity. 

Supervisors should be able to pass 
test demonstrating knowledge of 
security process and procedure. 

oversight 
records 

Employee personnel records should 
include evidence of required 
screening and monitoring. 

Random selections of oversight 
records should be immediately 
available. 

 

Note that these are just examples. There may be many moving parts to each security 

feature and all would require some level of ongoing verification to ensure that the feature 

continues to reliably perform its function. Figure 17 illustrates how verification metrics 
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for the Cloud Computing theory construct may be modeled using the taxonomy depicted 

in Figure 6. 

Figure 17: Cloud Computing Metrics Taxonomy 

 

The security features should be tested for correctness and these verification tests will use 

content and criterion validity to show that the features are composed as expected, and that 

their behavior conforms to specified functionality. As described in the literature review of 

Chapter 2, the challenge is not to find reliable ways to implement verification metrics, but 

to validate that design goals have been met. Feasible responses to this challenge have 

been introduced in the previous section. Note that the validation metrics such as SWFR 

do not directly correspond to the security features, nor should they. Only validation tests 

derived independently of the features can show that the right features were specified. 

5.1.7.  Recommend Action to Improve the Situation 

To validate the security of the system as a whole, it must be possible to observe the 

emergent system level property of security. This can be straightforward now that security 
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has been defined as the combination of system-level attributes that comprise the theory of 

security. These attributes include both the validation criteria developed in Section 5.1.5 

and this security feature functionality specified in Section 5.1.6. The first identifies the 

goal of security and the second provides the guidance to achieve it. Together, they form a 

theory of security, which of course should be continuously validated. 

The set of individual validation of system security features in the custom definition of 

system security must all be individually validated for security to be attributed to the 

system itself. It should be possible to normalize these metrics in such a way that 

demonstrates their relative contribution to systems security measurement as a whole. The 

outcome of the STAC step design security features includes not just the features 

themselves, but their validation mechanisms, and any supporting functionality required to 

conduct both verification and validation tests. These would be included in the 

recommendations to improve the situation, as per the methodology described as the start 

of Section 5 as dictated by Checkland.  

5.1.8.  Cloud Computing Security Validation 

The soft systems engineering methodology, in combination with the first three steps of 

the STAC framework, should produce the build-to specifications with which to execute 

the cloud security model described in Section 5.1.4.  

STAC Step 4: Build security features  

This step of the STAC framework is not itself innovative, except that security features 

would be incorporated into the mainstream systems development process, as opposed to 
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being specified and tracked by a separate security review process, a situation which is 

common today.  

STAC Step 5: Verify security feature design with content metrics 

STAC Step 6: Verify security feature design with criterion metrics 

As described in Sections 2.2 and 2.3, specifying how security features can be verified 

with content and criterion metrics is well within the capability of today’s security 

engineers using existing methodology. Such verification of carefully derived content and 

criterion metrics are essential to demonstrably adhere to the STAC-created security 

theory. Figure 18 is an example graphical illustration of the verification approach for the 

Cloud Computing case study. This figure demonstrates how the major security features in 

the Cloud Computing security model may be combined in multivariate analysis using a 

radar graph. Each feature labels a spoke on the graph, and the measurement reflects the 

extent to which verification tests for that feature are successful. The aggregate 

representation of the extent to which verification tests for each feature are met is a 

system-level security verification metric. This representation allows for easy comparison 

of the security of two different clouds, as one radar graph can overlay and other in the 

same diagram. 
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Figure 18: Cloud Computing STAC Metrics Report 

 

 

STAC Step 7: Validate theoretical security construct 

Validation of a STAC-produced theoretical security construct is equivalent to validating 

that the construct secures the system of interest. The validation tests envisioned in Step 2 

of the framework are performed and results recorded. Validation tests such as SWFR 

provide a baseline, which becomes a numeric measure. Whether or not the numeric 

measure is adequate for securing the system may change over time as changes occur in 

the system’s threat environment. Other validation tests, such as the identity management, 

record inclusion and exclusion tests described in Section 5.1.5, will have nominal 

measures such as pass or fail. It may not be immediately evident whether the root cause 

of failure is an issue with verification or with design, but any failures and validation 
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should be immediately investigated and remediated. As any one validation test failure 

may indicate systemic vulnerability, it does not make sense to display validation test 

results using normalized scales, as may be appropriate for verification test results. Rather, 

validation test results should be individually reported, as depicted in Table 5.  

Table 5: Cloud Computing Validation Results  
Test Result 

CSWFR 35 minutes 
Random identification sample Pass 
Intrusion simulation response Fail 
Authorized access provisioning 5 minutes 
Unauthorized access deterrents Pass 

 

5.2. Mobile Communications  

5.2.1.  Mobile Communications Security Problem 

The mobile communications case study is an enterprise mobile communications system 

(“Mobile System”), wherein a mobile device that is personally owned and operated by an 

employee of a company is used to access a communications infrastructure that is 

supported by the company. The purpose of the Mobile System is to provide confidential 

communications between internal users while allowing them access to information via 

external devices.  

As in the Cloud Computing case study, the use case diagram becomes a trust model. In 

the context of mobile communications, trust relationships exist between enterprise 

management and users, but the enterprise has no control over the security of the mobile 

device, and even the user who owns a mobile device does not have adequate means to 

control its configuration [100, 101]. Hence, the use case diagram of Figure 19 illustrates 
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that the enterprise mobile communications system interacts with its users via untrusted 

external systems: the mobile devices. The untrusted devices appear in red in the diagram. 

This represents the mobile communications security problem. 

Figure 19: Mobile Communications Problem 

 

5.2.2.  A Structured Expression 

The Mobile System use case diagram reveals an obvious threat in that any adversary with 

a reason to attack the system has the opportunity to engineer an attack through the mobile 

device with little fear of detection or repercussion from the user, and even less from the 

enterprise. Moreover, as the mobile applications provided to the users face the Internet as 

a way to communicate with mobile devices, the system is also subject to common and 

ubiquitous Internet threats. As in the Cloud Computing case, potential threats include, but 

are not limited to competitors, disgruntled customers and employees, individual and 

organized criminals, hostile nation-states, and terrorists.  
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Figure 20 illustrates an attack tree for mining the Mobile System for data, which would 

defeat the Mobile System security goal for confidential communications. Note that the 

attack tree assumes that the target architecture will use at least two factors of 

authentication and refers to the second factor as a hard or soft token. This assumption is 

due to regulatory requirements which constrain the design. The attack tree observes that 

the mobile communications infrastructure itself may be a target of attack independent of 

its device support operations. The tree identifies twenty-four (24) distinct attack paths 

that may be executed against the Mobile System, with various combinations of eighteen 

(18) possible leaf activities (again, these are underlined in the attack path listing in the 

diagram). When combined according to the logical constructs which dictate whether they 

must be used in combination (the and gates in the diagrams), between one and three 

activities could result in successful adversary goal achievement. The full set of these 

activities form the basis for security requirements. 

5.2.3.  System Definition 

The root definition of the Mobile System is expressed in the systemigram of Figure 21. 

As in the case of Cloud, it draws on the use case for the system of interest. In this case, 

the system of interest is an Enterprise Mobile System, and that system allows users to 

access Information via Mobile Devices for the purpose of increasing productivity. 
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Figure 20: Structured Mobile Communications Problem 

 

Figure 21: Mobile System Definition 
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5.2.4.  Conceptual Model 

Following the STAC framework, attacker activities are analyzed in conjunction with 

system-level security attributes that are considered most important based on the survey 

results.  

STAC Step 1: Construct security theory using important security attribute  

Table 6 maps the requirements introduced by the leaves of the attack tree to the important 

dimensions of system level security identified in the survey analysis: 

Table 6: Mobile Communications Requirements 
Leaf Attribute from  

Section 1 of Table 2: 
1. 
Mis-
sion 

2. 
In-
put 

3. 
Inci-
dent 

4. 
ID-
Auth 

5. 
Pen-
Test 

6. 
Awr-
ness 

7. 
Eval 
Thrt 

8. 
Phys
-Env 

9. 
Per-
son 

B 
C 
K 
L 

Train users and report device 
control loss, terminate device 
access 

 X    X  X X 

Detect anomalies in device 
usage 

     X X   

Initiate fraud 
investigation, and incident 
response 

  X    X   

O Conceal data on mobile 
devices, detect device 
tampering 

X X   X     

R Mobile system infrastructure 
lifecycle assurance, including 
change control, and 
corresponding change and 
anomaly detection 

X X X    X X  

S Software development 
lifecycle assurance, including 
internal and external security 
testing 

X X   X     

T Multifactor authentication, 
device switch detection 

 X X X      

U Supply chain vulnerability 
detection 

  X  X X X   

V Multifactor authentication, 
device switch detection 

 X X X      
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Table 6: Mobile Communications Requirements 
Leaf Attribute from  

Section 1 of Table 2: 
1. 
Mis-
sion 

2. 
In-
put 

3. 
Inci-
dent 

4. 
ID-
Auth 

5. 
Pen-
Test 

6. 
Awr-
ness 

7. 
Eval 
Thrt 

8. 
Phys
-Env 

9. 
Per-
son 

W 
X 

Train users to avoid both 
physical and cyber social 
engineering techniques 

     X   X 

Change device authentication, 
software and data 
configuration 

 X X X      

Y Device tamper detection, 
multifactor authentication, 
user behavior anomaly 
detection 

 X X X   X   

AA  Fraud incident detection and 
response 

X X X X   X   

CC Mobile system change control 
and anomaly detection 

X X      X  

DD Maintain least privilege 
entitlements, monitor client 
accounts 

 X X X  X X  X 

EE Entitlements administrator 
procedures and training 

 X  X  X   X 

 

As discussed in Section 5.1.4, the requirements in Table 6 may also be viewed as 

potential vulnerabilities in the systems security attributes listed in the numbered columns, 

as well as system functionality that enables the leaf activity itself. This should prompt a 

systems engineer to introduce security features designed to deter perpetrators who would 

exploit systems vulnerabilities that allow the activities listed. Following this method , the 

requirements of Table 6, in conjunction with consideration of system-level security 

attributes, led to the development of the security model illustrated in the systemigram of 

Figure 22.  
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Figure 22: Mobile Communications Security Model 

 

The figure shows how the system definition has been enhanced by the consideration of 

security requirements. Input validation, output logs, and physical and environmental 

controls are key to achieving mission, these security features are included as core 

components of the infrastructure. This emphasis is due to the reliance on these controls 

for avoiding the most obvious threats. The emphasis on output logs is especially 

necessary for attack scenarios wherein few preventive controls exist to thwart a threat, 

hence the threat analysis and incident response processes will depend heavily on the 

mobile infrastructure's ability to provide accurate audit trails of inputs and outputs 

from/to any given user and/or mobile device. 
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5.2.5.  Comparison of the Model to the Structured Problem 

To facilitate comparison of the security model to the structured problem, the attack tree 

of Figure 21 is used to envision a scenario in which the Mobile System is under attack. 

As in the Cloud Computing case, it is assumed that a full set of security features 

corresponding to the systemigram of Figure 22 are available to be integrated with the 

system of interest. 

STAC Step 2: Devise verification and validation security metrics 

The Security Work Factor Ratio (“SWFR”) metric applies to the Mobile System in the 

same way it applies to the Cloud. Each attack path is assigned a SWFR based on the 

minimum TTP/TTA for attack recovery, then for any given Mobile System M, the 

security may be measured by the time to protect against all identified threats to the 

Mobile System. Assume P1 through Pn are the paths on a rigorously devised attack tree 

for Mobile System M, and P1SWFR through PnSWFR are the corresponding SWFR ratios that 

an attack of depth d would take on each path. MSWFR is the longest of those minimum 

values, calculated as: 

MSWFR = max ( P1SWFR … PnSWFR ) 

As in the case of cloud, assuming equivalently thorough attack trees, the lower the 

MSWFR, the stronger the security metric. Given two Mobile System environments with 

roughly equivalent threat services, a Mobile System with a lower MSWFR will be more 

secure than one in which it is higher. The assumption of equivalency in attack tree 

“thoroughness” is of course a candidate for continued refinement. If structured 
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methodology could be devised for this type of exercise, it may even be possible to use the 

SWFR to compare the security of systems of different types. 

As in the case of Cloud Computing, the structure of the problem is assumed to include 

Table 6’s map of structured problem requirements to system-level security features, 

which resulted in the model in Figure 22. Other methods of comparing the model to the 

structured problem definition include validation of security features working within the 

system in operation. Such validation tests could include taking samples of data available 

for investigation for randomly chosen users and devices. Successful execution of these 

tests could provide assurance that incident response could be done quickly enough to 

contain potential fraudulent device usage. Such random data samples could also be 

compared to the data on the actual device to validate that both input and output security 

features have resulted in the achievement of stakeholder security objectives. A third type 

of validation test that could be conducted using both output logs and actual device data 

would be to compare those data sets to authorization repository records to ensure that the 

user accessing the Mobile System via the device was actually authorized to receive the 

data in the sample.  

5.2.6.  Identify Feasible Changes in Structure, Procedure, and Attitude 

The current standards for measuring mobile security specify the extent to which mobile 

users or mobile carriers can control the content on a mobile device [101]. Content is 

typically divided into software applications, device configuration, and user data. Mobile 

system security metrics typically focus at the mobile telecommunication system level, in 
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which mobile carrier architecture evolution generally includes enhanced mechanisms to 

defeat theft of service [102]. In the security literature, not much attention is paid to the 

enterprise mobile communications problem as defined in Section 5.2.1, and there are no 

off the shelf metrics ready to be applied to the problem. 

STAC Step 3: Design security features 

The MSWFR approach to mobile security metrics, and the validation test approaches 

described in Section 5.2.5 suggest that it is feasible to identify and develop security 

features to strengthen systems that are built using technology for which no security had 

previously been planned. Although it would be theoretically possible to use native phone 

functionality with off-the-shelf security bolt-ons like authentication and firewalls, 

investigation of a security incident would be time-consuming and drive the MSWFR 

upward. Without careful planning, it is improbable that the enterprise would be able to 

determine what data information had been accessed by any given user or device, in which 

case, the SWFR for any path requiring incident response would be infinity. By contrast, 

the STAC framework suggests a theory of Mobile Communications security that allows 

for a more efficient and effective Concept of Security Operations via readily available 

and easily implemented technology such as input validation and audit trails. These 

security features, as labeled in the systemigram, are: 

• input validation 

• output logs 

• physical and environmental controls 
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• penetration tests 

• identification and authentication 

• security awareness 

• security management 

• threat analysts 

• incident response 

Note that some of these security features seem very similar to the security features in the 

Cloud Computing system. However, the relationship between these features and the 

system of interest is different, as is evident from the systemigram. Although they are 

labeled with the same words, it is not the case that an identification and authentication 

feature that works for Cloud Computing could be assumed to work for Mobile 

Communications. Similarly, penetration test designed for one environment will not be 

adequate for the other. These differences are not in levels or strength of security, but in 

feature design. The verification metrics corresponding to these features must be 

customized for the specific purpose of the feature in the mobile computing environment. 

However, at the high level verification metrics must be presented outside of a technical 

specification, the examples are similar enough not to repeat the exercise of creating a 

Mobile Communications specific set of verification metrics and corresponding taxonomy 

diagram herein. 
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5.2.7.  Recommend Action to Improve the Situation 

Once all security features have been specified, and the verification and validation 

requirements specified, for the Mobile System STAC construct, specification of the 

security of the Mobile System as a whole is defined as the combination of security 

features that are required to instantiate the construct theory of security. These comprise 

the set of specifications that becomes the security contribution to a systems engineering 

build-to documentation and inspection plan. 

5.2.8.  Mobile Communications Security Validation 

STAC Step 4: Build security features  

As described in the case of Cloud Computing, this step of the STAC framework is not 

itself innovative, except that security features would be incorporated into the mainstream 

systems development process, as opposed to being specified and tracked by a separate 

security review process, a situation which is common today.  

STAC Step 5: Verify security feature design with content metrics 

STAC Step 6: Verify security feature design with criterion metrics 

As in the Cloud Computing case, it should be possible to normalize verification metrics 

in such a way that demonstrates each feature’s relative contribution to systems security 

verification measurement as a whole. Figure 23 is an example graphical illustration of 

one such approach for the Mobile System case study. As in the Cloud Computing case 

study, the main security features identified in the Mobile Communications security model 
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are independently verified. The verification measures are normalized, and represented in 

aggregate format on a radar graph. Note that in both cases, these metrics would not make 

sense without the context of the security model. The STAC framework provides the link 

from security requirements to a set of security metrics that may be appropriately applied 

to the system of interest. Where system architecture and security goals are similar, it is 

reasonable to expect that security models and metrics are transferable. 

Figure 23: Mobile Communications STAC Metrics Report 

 

 

STAC Step 7: Validate theoretical security construct 

Validation of the Mobile Communications security construct theory employs the 

validation tests envisioned in Step 2 of the STAC framework. Examples of such 

validation results derived from the test described in Section 5.2.5 are listed in Table 7.  
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Table 7: Mobile Communications Validation Results  
Test Result 

MSWFR 23 minutes 
Investigation data availability Fail 
Investigation data integrity Pass 
Unauthorized data download Pass 
Unauthorized access deterrents Pass 

 

5.3. Case Study Conclusions 

Case studies provide anecdotal but not scientific validation for STAC. The case studies 

clearly demonstrate that the framework is useful in constructing a theory of security. 

STAC itself is not a theory but a method. The systems engineering process of defining 

any system function in terms of components provides the way to test STAC-suggested 

security features using both content and criterion validity. These methods exploit existing 

security content and criterion metrics such as targeting 100% standards compliance and 

vulnerability testing. These are a necessary, though not sufficient, part of the overall 

construct theory testing process. 

Further application of the STAC theory is required to accumulate more test results and 

ensure that they correspond to the expert criterion. If they do not exactly match up, these 

results may instead be used to refine the criterion. Overall, this research result has face 

validity in that “system security should be measured at system-level” appears 

tautological. Nevertheless, it may be expected to be resisted, given today’s emphasis on 

measuring security using generics standards. This attitude will only be overcome by 

repeated and documented successful application of the STAC framework. 
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6. Summary and Conclusions 

To date, systems security engineering has typically been a process of applying the same 

set of predefined security solutions to all systems. The situation is that system-specific 

security vulnerabilities are not identified in the systems engineering process. This 

research shows that it is possible to identify a set of system security features that 

minimize overall system vulnerability by examining system-level security attributes in 

the context of system mission and purpose. The process by which these security features 

are identified has been codified as a system engineering security metrics framework 

utilizing security theory attribute construction, or STAC.  

The STAC framework equips a systems engineer to construct a theory of security for a 

given system of interest that can be tested for validity. STAC theoretical constructs focus 

on system security validation and so are comprehensible to executive decision-makers 

faced with trade-space decisions that affect system security. That is, where the STAC 

framework is correctly applied, resulting theories of system security are both construct 

and face valid. This research thereby provides a new theoretical foundation for 

approaches to system security engineering.  

Although the STAC framework could have been created based on any set of system-level 

security attributes, it derives criterion validity by using security attributes identified by a 

survey of system security experts. That is, security experts may be expected to provide 

the criteria required for something to be called secure. Among the security attributes that 

security experts considered Most Important were the three system-level attributes in the 
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research hypothesis: articulated mission and purpose, validated input, and incident 

detection and response.  

The research hypothesis is also an application of construct theory, requiring identification 

of relationships between security and measurable things that correlate with it. As no 

agreed-upon security metrics yet exist, this led to the nonparametric statistical approach 

of attitude measurement. The measured attitudes supported the hypothesis. The full set of 

statistically relevant subject matter expert opinions on important dimensions of security 

included only system-level attributes.  

Rejection of the null hypothesis does not prove the research hypothesis but it does 

indicate that it may not be rejected. Further confirmation of the hypothesis could result 

from scrutiny by a wider community of those engaged in security analysis. Note that, in 

the systemigram of Figure 1, there are several different communities of security-related 

professionals who may be presumed to have opinions on security metrics: auditors, 

investigators, and technology managers. Hence, one avenue for future research would be 

to repeat the survey on security metrics using subjects from these other professions. 

Perspectives from these professions may provide additional insight into the systems 

security attributes that contribute to security audit, forensics and management 

capabilities, respectively. It may also be possible to identify what characteristics of 

systems (via STAC comparison) would most benefit from the analysis techniques, or 

scrutiny, associated with respective focus of each profession.  
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This dissertation’s contribution to the field of security metrics has at least four 

dimensions. First, the literature review in Chapter 2 is the first to use scientific validity as 

criteria for creating a security metrics taxonomy. Second, this research empirically tested 

a theory about security metrics, whereas prior research based conclusions about security 

on metrics without prerequisite foundational theoretical constructs. Third, the concept of 

requiring system-level security measurement for security validation provides the field of 

security metrics with a sorely-needed shift toward systems thinking. Finally, the STAC 

framework for success-oriented security validation encompasses and leverages existing 

security engineering tools and techniques, and provides a method to compare security 

among similar systems. Overall, this research heralds a paradigm shift for systems 

security engineering, which to date has relied almost exclusively on unscientific best-

practice declarations as the basis for security requirements.  

Parallel research exploring this paradigm has already been spawned by this study. It 

includes, but is not limited to: 

• Enlisting practicing systems engineers to incorporate the STAC method of 

security requirements and metrics into their mainstream requirements process and 

compare resulting sets of security verification and validation metrics [103, 104].  

• The classification of research in security decision support and implications of 

recommended security decision support models with respect to system security 

requirements [81]. 
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• Comparison of systems security education curriculum at the component versus 

system level, and its corresponding evaluation as appropriate for educational 

goals and/or training objectives [105]. 

• Systems engineering guidance for turning system-level security requirements into 

concepts of operations [106]. 

• Measuring cyber security in intelligent urban infrastructure systems [107]. 

The more of these studies that are completed, the more sets of security features will be 

available to apply to systems of similar mission and purpose. As such security 

architecture patterns become available, future studies may be able to compare the security 

efficacy of systems using these patterns to those which do not. Such studies could be 

expected to provide more comprehensive sets of systems engineering methods, processes, 

and tools based on system level security attributes and associated metrics.  

The ultimate goal of such research would be to dispel the belief that compliance with 

security standards provides assurance that system security goals are met. This research 

would not make today’s certification and accreditation programs obsolete, but it would 

raise awareness within the engineering profession of the relative contribution of standards 

compliance in the context of systems security goals and objective. The research may be 

expected to ultimately result in a pattern catalogue of systems security models suitable 

for a given type of system of interest. This catalogue would not compete with security 

standards, but provide an alternative view on system security requirements that would 

enhance stakeholder appreciation for systemic security features.   
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Appendix A – Hypothesis Derivation Logic 

The lettered statements included in the derivation of the hypothesis in Sections 1.3 and 
1.4 are represented using pseudo-code rather than pure logical form in order to make the 
document more accessible to a wide variety of readers. This appendix repeats the 
statements in pure propositional logic. 

(A) “System X is secure” if and only if “X thwarts perpetrators who enact threats that 

exploit system vulnerabilities to cause damage that adversely impacts system value” 

The definitions (B) through (I) decompose (A) so that its ultimate translation is 

statement (J).  

(B) S(X) equals by definition “X is a system” 

S(X) 

(C) “S” equals by definition the attribute “Security” 

S 

(D)  “E(X,A)” equals by definition “Attribute A is a property of system X, that is, X 

exhibits property, or attribute, A” 

E(X,A) 

(E) “V(A)” equals by definition “Attribute A is an exploitable vulnerability that permits 

system disruption” 

V(A) 

(F) “T(B,P)” equals by definition “Attribute B thwarts perpetrator P” 

T(B,P) 

(G)  “P(Y,A) ” equals by definition “Y is a perpetrator who exploits attribute A” 

P(Y,A) 
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(H) ~Exists(Y)(P(Y,A)) 

∃ (A) !∃ (Y)(P(Y,A)) 

(I)  For all A (E(X,V(A)) (Exists(B)(E(X,B) AND T(B,P(Y,V(A))))) 

∀ (E(X,V(A)) ∃(B)( E(X,B) & T(B,P(Y,V(A))) ) 

(J) E(X,S) For all (A) (E(X,V(A))  (~Exist(Y)( P(Y,A) OR Exists(B)(E(X,B) AND 

T(B,P(Y,A))) 

∃ (X,S) ( E(X,S) ∀ (A) (E(X,V(A))  (!∃(Y)( P(Y,A) | ∃(B)(E(X,B) & T(B,P(Y,A))) ) 

(K) For some A ( Exists(Y)( P(Y,A)) )  

∃(A)( ∃(Y)( P(Y,A)) )  

(L) System security can be measured if and only if the system-level attributes of  

• mission and purpose,  

• validated input, and 

• incident detection and response  

contribute to that measurement. 

(M) “M” equals by definition the attribute “mission and purpose”  

M 

(N)  “I” equals by definition the attribute “validated input” 

 I 

(O)  “R” equals by definition the attribute “incident detection and response”  

R 

 (P) E(X,S)  S includes M AND I AND R 

E(X,S)  Exists (M,I,R) ((E(X,M) AND E(X,I) AND E(X,R)) 
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 (Q) “C(X,T)” equals by definition “T is a component of system X” 

 C(X,T) 

The definition of a system-level attribute:  

(R) For all A ( E(X,A)  For all Y ( ( S(Y) AND ( For all T, (C(Y,T)  (C(X,T)) AND 

(Exists U (C(X,U) AND ~C(Y,U) ) ) )  ~E(Y,S) ) ) 

∀ (X,A) (E(X,A)  (∀(Y) (S(Y) & (∀(T) (C(Y,T)  (C(X,T)) & (∃(U) (C(X,U)  

  & !C(Y,U) ) ) ) & !E(Y,A) ) ) ) )  

(S) E(X,S)  Exists (M,I,R) ((E(X,M) AND E(X,I) AND E(X,R) ) AND  

 ( For all Y ( ( S(Y) AND ( For all T, (C(Y,T)  (C(X,T)) AND (Exists U (C(X,U) AND 

~C(Y,U) ) ) )  (~(M = U) AND ~(I = U) AND ~(R = U) ) ) AND  

(For all A, (E(X,V(A))  (~Exist(Y)( P(Y,A) OR Exists(B)(E(X,B) AND T(B,P(Y,A)))  

The following list is a decomposition of statement S into statements that correspond to 

our experiment, and allow a derivation of a formal conclusion. 

1. System contain a hypothesis attribute 

2. Attribute is at component level 

3. Component attribute is not hypothesis attribute 

4. System exhibits security attribute 

5. System X is Secure  { 1 } AND { 2  3 } AND { 4 }  

As subject matter experts were asked to consider only secure systems and their attributes, 

we assume statement 4 is true and evaluate our hypothesis given subject matter expert 

opinion that system-level attributes are important measuring security. These values are 
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highlighted in red in the truth table below. The logical result of applying these values to 

the hypothesis is also highlighted in red. 

Truth table demonstrating experimental results effect on the 
hypothesis 

1 2 3 4 5 
T T T T T 
T T F T F 
T F T T T 
T F F T T 
F T T T F 
F T F T F 
F F T T F 
F F F T F 
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Appendix B – Survey Design 

The survey was designed to validate claims that system-level security metrics are better 

indicators of overall system security than component-level security metrics.  

The survey has four distinct sections: demographic, contact information, security metrics 

experience, and opinions of the efficacy of various security assessment and 

implementation techniques. 

Demographic information included background on information security metrics 

experiences, industry affiliation, and education level. Contact information was optional 

and requested only if it was necessary to clarify answers. 

Information security metrics experience was elicited via open ended questions designed 

to separate experts in security metrics from average security professionals. These 

questions included defining what is meant by security metrics and commenting on 

standard information security metrics publications. 

The survey was composed of questions in five categories. 

• ISACA Demographic Questions: Demographic baseline questions are the same 

as those asked the Information Systems Audit and Control Association, the 

international organization certification authority for information systems auditors 

and security managers (ISACA, www.isaca.org). 

• Non-ISACA Demographic Questions: Demographic baseline questions that are 

not the same as one that are asked by ISACA. Note ISACA uses these types of 

demographic categories too, but the choice of answered to these ISACA questions 

are different than those listed below. In most cases, they have been enhanced to 

http://www.isaca.org/�
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provide more detail. In some cases, categories have been condensed or ranges 

expanded to reflect relevance to security architecture questions. For example, 

ISACA distinguished between organizations that have 150-300 employees, but its 

largest organization size range is greater than 13,000. The same question below 

has an answer for 150-500 employees and include an organization size of 75,000 

or more. This reflects an expectation that organizational size influences security 

metrics choices at less granular levels in smaller organizations, but in more 

granular levels in very large organizations. 

• Security Metrics Baseline Questions: These questions were designed to assess 

the respondent’s familiarity with the field of metrics and measurement as applied 

to security. 

• Security Questions: These questions mapped to the requirements for evidence 

gathering to support the inductive reasoning about system security attributes. 

They included questions corresponding to each of the three dimensions of security 

identified in the Research Hypothesis. System-level security metrics were defined 

as those which supported the research hypothesis that system security can only be 

measured using system-level attributes of support for mission and purpose, 

validated input, and incident detection and response. The survey included metrics 

that corresponded to these three dimensions of security, and it also included every 

other type of metric identified in the literature of security professional practice. It 

purposely rephrased similar questions from different perspectives (e.g. security 

measurement, security utility, security management). Security metrics were 
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presented in the form of attributes of secure systems as well as methods of 

security measurement. This questions set was meant to be a large set of options 

from which consistent security opinions could be extracted. 

• Contact Questions: These requested a survey recipient to identify themselves for 

the purpose of ongoing communication, should it be required to evaluate survey 

results.  

Note that Survey Recipients saw only three categories: Demographics, Security, and 

Contact. ISACA, non-ISACA, and Security Metrics Baseline questions were merged into 

one category called Demographics. 

The survey was vetted by a team of consulting subject matter experts, two of these were 

Chief Information Security Officers, one was a retired Chief Information Security 

Officer, and two were highly respected security architects, one from a financial firm and 

one from a defense industrial base firm. This review team identified language issues that 

may interfere with accurate responses and also suggested some additions to the categories 

of metrics to be included. Their suggestions were incorporated into the survey prior to it 

being released to participants. 

As the survey was intended for completion by human participants, it fell within the 

domain of scrutiny by survey the Stevens Institute of Technology Institutional Review 

Board. Topics of interest to the review board and corresponding details were: 

• Characteristics of the subject population. 

The population is comprised of security subject matter experts. Security professionals 

are qualifies as experts by being invited to invitation-only security metrics workshops 
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run by well-qualified program committees. A return rate of about 25% is anticipated. 

The population is comprised of both male and female adults of average health and of 

unknown ethnical diversity. There is no intention to target special classes of subjects 

or those that may be vulnerable. 

• The source of research material. 

All data collected is self-reported data collected through an online survey. Identifiable 

data is data about which industry the security professional works in, and security 

profession demographic information (e.g. level of education, number of years 

experience), as well as an option to provide an e-mail for volunteering to explain 

survey answers in more detail and/or to obtain survey results. The survey system uses 

a unique code in the survey link in order to allow the survey taker to quit the survey 

midway through completion and then return and complete later, from the same 

computer. 

• Plans for recruitment of subjects. 

Those invited to take the survey were qualified in two ways. One set of experts was 

the group of people invited to an invite-only workshop of security metrics experts. 

The other was drawn from a database of contacts from our set of consulting experts, 

and so were prequalified based on personal experience. Each recommended expert 

will be vetted via biography-checking as well as asked to provide demographic 

information on security expertise in the survey itself. Consent is given by simply 

choosing to participate.  
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• Potential risks and procedures for protecting against or minimizing any potential 

risks. 

Little to no stress is anticipated, as participation is voluntary, and any stress 

experienced will most likely be due to inexperience with the survey tool (as is typical 

in online activity) itself rather than any content contained therein. The data collected 

is not personal in nature and the respondents may choose at any time to discontinue 

the survey. The survey population is security professionals who are already motivated 

to share their opinions about security metrics in forums such as workshops. 

Professional curiosity motivates security professionals to participate in these surveys 

because they expect to learn from the results. 

Based on the above responses to Review Board concerns, approval for the survey was 

granted.   
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Appendix C – Survey Analysis Detail 

Survey Method 

The purpose of the survey was to elicit expert opinions on the properties and measures 

that are productively used to attribute security to a system. Five top tier security experts, 

a group comprised two security architects and three CISOs with strong technical 

background, were provided with a draft survey and asked to identify any ambiguities in 

it, or other potential difficulties a security expert may have in responding to it. This 

review team identified language issues that may interfere with accurate responses and 

also suggested some additions to the categories of metrics to be included. Their 

suggestions were incorporated into the survey prior to it being released to participants. 

These CISOs are also known for their participation in industry committees and other 

professional activities, and they were also requested to provide contact information for 

security subject matter experts that they felt would be qualified to opine on the survey 

content. As security experts are not easy to come by, the sample can only be considered a 

sample of convenience. Additional respondents were solicited from an invitation-only 

workshop on security metrics and a highly specialized technical security website blog. It 

is not known how many security experts may have viewed the survey participation 

request on the blog, so the percent response in this category is not meaningful. Table 1 

summarizes the survey sample. 
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Table 1: Survey Response 

 
Survey Participant Source: 

Total 
Solicited 

Reminders 
Sent 

Total 
Response 

Percent 
Response 

Security SME CISO Contacts 146 8 62 42.47% 

Security SME Workshop 58 7 27 46.55% 

SubTotal: 204  89 43.63% 

Security SME Blog 20 0 20 100% 

Total: 224  109 48.66% 
   

The original survey questions asked respondents to assign ranks and weights to metrics. 

For example, to assign percentage weights to a list of security attributes, and to ensure 

that the sum of the weights totaled 100%. All of the expert survey reviewers commented 

that security experts are busy, and tend to get distracted by changes in the threat 

environments for systems for which they are responsible. For this reason, they advised 

that the survey questions would have to be more streamlined and easy to answer quickly. 

This led to changes in questions that asked for rankings and weightings of security 

attributes in favor of a simple Likert-scale approach to registering opinions about security 

attributes. An important design criteria for the survey was that it had to take the minimum 

amount of time required to deliver opinions on the entire field of study that currently 

constitutes security metrics. 

The change in approach was not viewed as a total setback due to known issues with 

similar studies which solicited rankings and weights. In a similar study with respect to 

multi-attribute utility measurement in the domain of nuclear power plant planning, 

Borcherding et.al, used four weighting methods: the ratio method, the swing weighting 

method, the tradeoff method and the pricing out method [78]. The comparison of results 
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showed significant consistency and validity problems in the extent to which the results 

persist in a carefully designed interactive elicitation process. Speculated reasons for this 

inconsistency ranged from boredom with the information elicitation process to lack of 

true expertise on the part of the respondents. The study recommended using carefully 

designed interactive procedures for elicitation. For this reason, the security survey 

respondents were requested to provide contact information if they would be willing to 

participate in interactive follow-up if necessary. 

The Boercherding study used an Analytic Hierarchy Process (AHP) approach, wherein 

one assumes that the problem space can be fully described in a way that priorities, 

allocations, weights, and preference ratios are judgments that can be represented with 

meaningful numbers which represent the importance of and dependencies between 

alternative and competing system attributes [79]. This approach was not used in the 

security survey because decision analysis in security is not as mature as it is in the 

domain of nuclear power plant planning. Security outcomes cannot yet be quantified in as 

clear terms, such as lost lives and environmental damage. The literature review of 

Chapter 2 makes it evident that there is no starting hierarchy that is agreed upon, and yet 

there is a wealth of candidate attributes for ranking.  

Another approach to structuring this type of problem is described by Thurstone, where 

participants initially are provided with a blank slate, and iterative ranking exercises 

reduce the population of the overall attribute list [80]. Unfortunately in this study, the 

time constraints of potential survey respondents made it improbable that many would 

participate if they had to start with a blank slate. Moreover, an initial set of properties that 
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professionals currently use are readily apparent from the literature survey in Chapter 2, 

and so these were used as a starting point.  

Both the Boercherding and the Thurstone studies acknowledge that it is necessary to 

analyze sensitivity to ambiguous questions, as well as any potential environmental 

changes in criteria that may result in changes in judgments. Decision theory as applied to 

security has typically concentrated on one aspect of the security problem, which is 

investments in a single security technology [81]. Thus the security problem, in contrast to 

that performed by Boercherding and the Thurstone, does not have a framework waiting to 

be articulated. Rather, this research is necessary due to the fact that system security is not 

yet well understood enough to place a framework around the problem for others to refine 

with weights. Yet neither do we begin with a blank slate. This situation is typical in any 

theory construction for attributes that are not well understood. As observed by Wrenn, 

“We must subject our constructs to measurement if we are to test our theories, but if we 

were to insist that theory tests wait until we have a fully axiomatic theoretical model, 

scientific inquiry would virtually halt” [82]. Hence, in addition to the security attribute 

criteria gleaned from the hypothesis and literature review, the survey contained other 

questions of multiple types which were designed to provide background “noise” in order 

to ensure that bias in attribute select choices was minimized. It also allow respondents to 

clarify their responses with open ended questions and selections of “other”. 

To answer prior studies’ concerns related to ambiguity and environment, attribute-related 

questions were ranked using three methods: Thurstone’s method [80], the One Number 
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Method [83], and the Survey Rating System based on proportionate number of 

respondent selections. These calculations are performed as follows: 

• Thurstone’s Method 

Post-initial ranking, the positioning of items on the Thurstone scale can be found by 

averaging the percentiles of the standard normal distribution corresponding to the 

proportions of the respondents preferring one item over each of the others. 

• The One Number Method 

The One Number Method focuses on participant registration of strong opinion, and 

ignores responses that simply agree with a selection presented. Hence, it is calculated 

by summing the number of "5s" in a rating response, and subtracting the sum of the 

"1s", "2s" and "3s" from it, then dividing by the total responses. Where this 

calculation produced equal values, the number of “4s” was used to disambiguate the 

responses to allow a basis for selecting the order of the final ranking.  

• Survey Rating Method 

Each of the 37 relevant questions on the survey received a rating based on a multiple 

of the number of respondents who selected a given value multiplied by that value. A 

straightforward calculation of the rating for a question wherein 5 people selected 1, 

10 people selected 2, 15 people selected 3, 20 people selected 4 and the remaining 10 

selected 5 was computed as: 

(5*1 + 10*2 + 15*3 + 20*4 + 10*5) / 60 = 3.33 

These ratings were disambiguated by a second order sort by the number of 5s, then 

4s, and so on. 
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This three-part overall ranking was separated into four groups based on convergence of 

average rankings. The groups were further analyzed using a Rank Order Centroid method 

[108]. This showed that the differences between the weights in some of the Survey 

Rating System attributes that ended up in different order were small. The resultant 

rankings were compared and sent to the CISO-level survey respondents who volunteered 

to be asked follow-up questions.  

Survey Results 

Qualifications 

The supposition by the survey reviewers that security experts would get distracted while 

taking the survey and not finish it was correct. 13 of these had found the survey via the 

security expert blog site. Therefore, criteria were required to qualify partial respondents 

for inclusion in results analysis. The criteria were based upon the necessity to include 

questions on metrics identified in the research hypothesis, as well as a sufficient number 

of noise questions. This necessity suggested that the criteria include completion of the 

survey question that contained the widest variety of metrics alternative responses, which 

was question 21 on the survey. Only 62 respondents of the 109 who started the survey 

actually completed this question. An additional two respondents were removed from the 

results because they wrote that they had zero years of security experience. One was a 

student and another was a network administrator. A few others also missed putting in 

their years of security experience, but did fill in technology and work experience and 

were later determined to have been working in security for at least 15 year or more. Some 

of those who self-selected out of the survey by not reaching question 21 would also have 
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been removed based on lack of expert qualifications. For example, in response to a 

question about metrics types, two selected the option, “These terms are unfamiliar to 

me,” which was purposely included in order to weed out inexpert responses. Three others 

wrote that their job function was to build, operate or provide project management for 

security, and these professions are not typically sophisticated in security metrics. 

However, the ranks of the drop-outs did include at least 10 CISOs, 5 security architects, 

and a few reknowned security researchers. One researcher complained that the request for 

assistance with follow-up was improper, given that there was no statement given in 

advance of taking the survey that identification with the requested. One CISO was from 

the software industry and did not see a connection between the survey questions and her 

job function, which was not enterprise but product security. The final count for analysis 

was 60. 

The minimum number of years in the security profession among the 60 was two, but that 

person had ten years of work experience, and eight years of that experience was in 

technology. This was also the minimum technology and work experience of the group, no 

one among the respondents has less than ten years of total work experience. The most 

experienced in security had 44 years of security experience, 25 years in technology, and 

46 years total work experience. The qualifications of the experts are illustrated in Figure 

1. Where technology experience and work experience were not the same, they are 

connected by a line on the graph. Two people reported having a few more years for 

technology experience than total work experience, and this result is depicted by an arrow 

pointing to the left in the line which connects them on the graph. The graph shows less 
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than 60 points because a few respondents had exactly the same number of years 

experience in all three dimensions. Figure 1 also shows the highest level of education for 

the individuals. Following the count is the average years in security of individual of that 

degree level, and the average total work experience at that level.  

Figure 1: Survey Respondent Demographics 

 

Two thirds of the participants were active in security professional organizations and over 

two-thirds had some form of security certification. Seventy-eight percent of the 

participants were either active or certified. Forty percent of the participants were from the 

financial industry. This demographic factor was considered large enough to potentially 

skew the results as financial industry-specific, so a hypothesis was formulated that the 

distribution of results was the same in this population as compared to the non-financial 

participants. The Mann-Whitney (Wilcoxon) test was performed on all of the questions 
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that led to our security attribute ranking, and only one attribute registered a level of 

significance required to reject that hypothesis. This was the attribute of being able to pass 

a penetration test. A cross tabulation of industry group with that attribute revealed that 

financial industry background was strongly correlated with a high rating for penetration 

testing. This is likely due to the financial industry’s relatively higher budgets for hiring 

outside consultants, and resulting experience that such measures often identify previously 

unknown vulnerabilities. As this recognition is a sign of experience with a specific tool, 

rather than being related to financial industry systems, the observation was not 

sufficiently financial-industry specific to omit either the participants or the question from 

the sample data. As the Mann-Whitney tests for change in median, an additional test for a 

more general change of shape, the Kolmogorov-Smirnov test, was performed. The results 

of both independence tests, and the cross-tabulation results for the question on 

penetration studies, are included in Appendix E. Given the results, there is no reason to 

believe that our sample, though skewed toward financial services representation, is not 

representative of the more general population of security experts sampled. 

Rank Results 

In the survey, security attributes were rated by experts in six questions, though two of 

those were confined to systems of a given type, and had lower participation levels. 

Combining the other four questions provided the general set of opinions on security 

attributes required for comparison (Questions 21, 24, 25, 26). The three rating methods 

were compared and disambiguated on this subset of four questions.  
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The four general questions combined constitute a 44 independent multinomial trial of 5 

possible outcomes of the same probabilities. A normal distribution of results would 

indicate that respondent answers were the equivalent of random selections. This would be 

the case if the respondents as a whole had ambiguous attitudes toward a given question. 

By contrast, a positive kurtosis or significant skewness would indicate that the 

observations are more clustered about an attitude on which respondents agree.  

Sorting the statements requires the collected opinions to be compared. As in [80], this 

was done via a phi-gamma curve as illustrated in Figure 2. The diagram plots the 

respondent’s answers to the first three statements on which they were asked to opine. The 

steeper the curve associated with a set of opinions concerning the corresponding security 

attribute, the smaller is the degree of disagreement in the scale by which it was classified 

by the respondents, so it is a more precise statement. The gentler the slope of the curve, 

the more ambiguous is the statement. In the example of Figure 2, item C is a less 

controversial a statement than A or B. Those which are both skewed to the right and have 

positive kurtosis ranked higher than those with a larger area of the curve in the lower 

quadrants. Collective responses to any question that approximates a normal distribution 

or a flat curve are judged too ambiguous to merit inclusion as a security attribute. 

Appendix F includes descriptive statistics for all attributes. Those removed due to 

ambiguity have a skew value below 0.3 and also a central mean (flat) or kurtosis near 

zero (normal). These were: 

• Q21-23-ThreatProb 

• Q21-24-DamageProb 
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• Q24-5-Deliver 

• Q24-6-Provenance 

• Q25-6-Perform 

• Q26-1-IndepComp 

• Q26-3-COTS 

Figure 2: Example Diagram of Opinions on Security Attribution 

 

The results of the rankings of all three methods are listed in Table 2.:  

Table 2: Attribute Rank Order for Survey Responses 

Orig 
Order 

Question Label Thurstone One 
Number 

Survey 
Rating 

20 Q21-20-IDAuth 1 1 1 

27 Q24-4-PassPenTest 2 2 3 

11 Q21-11-Incident 3 4 4 

36 Q26-4-VaInput 4 3 2 
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Table 2: Attribute Rank Order for Survey Responses 

Orig 
Order 

Question Label Thurstone One 
Number 

Survey 
Rating 

1 Q21-1-Mission 5 7 13 

8 Q21-8-Awareness 6 5 5 

23 Q21-25-ThreatProtProb 7 6 9 

14 Q21-14-PhysEnv 8 14 22 

15 Q21-15-Personnel 9 12 19 

10 Q21-10-Recovery 10 10 7 

17 Q21-17-Interfaces 11 11 15 

9 Q21-9-SWChange 12 18 10 

37 Q26-5-DefOutput 13 8 8 

26 Q24-3-PassSecRev 14 20 18 

19 Q21-19-AuditTrails 15 15 23 

4 Q21-4-Risk 16 9 6 

18 Q21-18-Segregate 17 17 17 

16 Q21-16-SWIntegrity 18 19 16 

7 Q21-7-Acquisition 19 21 24 

5 Q21-5-Infrast 20 13 12 

6 Q21-6-Features 21 25 21 

13 Q21-13-Media 22 26 30 

33 Q25-4-Logs 23 16 11 

2 Q21-2-Certif 24 32 34 
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Table 2: Attribute Rank Order for Survey Responses 

Orig 
Order 

Question Label Thurstone One 
Number 

Survey 
Rating 

22 Q21-22-AssetValue 25 24 29 

32 Q25-3-Mgmt 26 28 25 

3 Q21-3-Standards 27 30 26 

34 Q25-5-BCP 28 23 14 

29 Q24-8-FailSafe 29 35 35 

28 Q24-7-Interfaces 30 31 33 

25 Q24-2-SecAudit 31 29 27 

35 Q26-2-Pattern 32 22 20 

31 Q25-2-Config 33 27 28 

24 Q24-1-RegAudit 34 36 36 

12 Q21-12-VendorOver 35 34 32 

21 Q21-21-TechCfg 36 33 31 

30 Q25-1-Resources 37 37 37 

 

Subsequent Analysis 

The result is three ordered lists. Although the rank order of systems properties that merit 

positive attribution of security are the three types of ranks in Table 2 were different in 

order, they periodically converged. There were clusters of responses wherein the 

averaging of responses within ranks show that several sets of values maintained their 

general order within the more detailed sub-ordering within the clusters. That is, holding 
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one ordering constant, the sum the ranks for all three of the methods for the 

corresponding survey question was divided by the rank within the corresponding order. 

Where these values converged, the ranks within groups were roughly equal. This overall 

ranking was separated into four groups based on convergence of average rankings 

holding the Thurstone order constant. The choice of Thurston was based on the scientific 

validity of that study compared to the other methods. A further test was performed to 

ensure that the ordering did not overlook the differences in each interval between the 

ordered ratings. For example, a rank order of 1,2,3 has a different meaning than a rank 

order of 1, 3.4, 4.6. The groups were further analyzed using a Rank Order Centroid 

method [108]. This showed that the differences between the weights in some of the 

Survey Rating System attributes that ended up in different order were small. Table 3 

shows the four clusters of attributes that resulted from this analysis.  

Table 3: Clusters of Ranked Attributes 

1 User identification and authentication 

 Withstand targeted penetration attacks by skilled attack teams 

 Incident detection and response 

 System interfaces accept only valid input 

 Articulate, maintain, and monitor system mission 

 Security awareness 

 Evaluate the extent to which systems are protected from known threats 

 Physical and environmental protection 

  Personnel screening and supervision 
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Table 3: Clusters of Ranked Attributes 

2 System recovery planning 

 Security features required to maintain integrity over system interfaces 

 System and software change control 

 System output conforms to well-defined specifications 

 Pass internal security review 

 Maintain audit trails on use of system functions 

  System-level risk assessment 

3 Segregate users into groups or roles for access control 

 Software integrity preservation 

 Due diligence in system and services acquisition 

 Infrastructure risk assessment 

 Security features that correspond to system functions 

 Control over removable media 

 Logs that verify that process designed to secure system is followed 

 Certification, accreditation, and security assessments 

  Quantify the value of assets at risk in system operation 

4 Progress in a management plan to secure system 

 Use security standards as system requirements 

 Successful execution of business continuity procedures 

 Fail in denial of service mode 

 Maintain integrity of interfaces through system development lifecycle 

 Pass security audit 
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Table 3: Clusters of Ranked Attributes 

 System follows a commonly used architecture pattern 

 Percentage of systems or components that have passed security configuration tests 

 Pass regulatory audit 

 Oversight of vendor maintenance 

 Maintain values of standard security variables in system technical configuration 

  Number of resources consumed in system security-related tasks 

 

Final Analysis 

Of the 29 people who provided an email address for follow-up questions, 19 were either 

CISOs or consultants with CISO experience. The CISO-level follow-up participants were 

instructed to review the rankings in the lists attached and make any corrections or 

comments they thought may be necessary to ensure that this study emphasizes the most 

important attributes of system security in proper order. Six of these individuals provided 

detailed feedback. Of those who completed the request for corrections and comments, all 

but one suggested minor changes in the four categories of groupings, and these are 

displayed in Figure 3. Only one of the participants suggested that a component level 

measure (technical configuration) be elevated to “Most Important” status. This person 

had considerable experience in the component certification and accreditation process, and 

even had authored a book on the subject [109]. This confirmed some of the other 

reviewers’ comments that bias will of course affect professional judgment. None of the 
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suggested changes affected the conclusion that the three systems level attributes 

identified in the research hypothesis are among the most important. 

Specific subject matter expert follow-up comments included general disappointment that 

any security attribute would be considered “not important” as component security could 

of course be a weak link in a chain or armor. They also commented that responses to the 

survey were subjective, and complained about the “noise” level of the questions, both of 

which were, as noted in Section 3.1, intentional. 

Figure 3: Rank Shifts Suggested by Survey Follow-Up Respondents 

 

 

A few respondents that did not provide detailed feedback instead commented either that it 

was an onerous exercise, or superfluous given the natural bias of participants and inherent 

limitations of surveys as tools to compare dissimilar concepts.  



  134 
 

 

The full set of survey results in Appendix C includes all comments from all participants. 

Notable comments supporting this tiered approach to security requirements are: 

• The environment requires easy to understand system documentation from 

inception to production with security being an identifiable component at all 

levels. As much detail as is needed to fully describe security related 

elements/functions is required and development phases are reviewed and 

accepted or rejected based on completeness and ease of understanding. 

• System security verification requires an assessment of how the integrated security 

components combine to defend against, discover or respond to attacks. 

• Security is an epiphenomenon, a second-order effect of a business process as 

implemented in a cultural context. As such it is difficult to define repeatable, 

comparable, quantifiable objective measures of security. 

• The best security metrics are those that have business correlation, and can be 

collected analyzed and communicated to support decisions (I assume your context 

implies that this capability exists, but in truth most organizations struggle 

reaching a minimal level of maturity) Your question brought to mind a similar 

question: "What is the best language?" My response to that has always been 

similar to the one above. Those with the ability to communicate in multiple 

languages have strong opinions in this area, but if you ask a language professor 

they will often slap their foreheads and wish that their students knew how to 

communicate in any language. (My 2 cents from the soapbox) 
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Comments also echoed some remarks from Chapter 1 that emphasized the need for 

reliable security metrics. For example: 

• My use of metrics is not particularly mature or consistent. I rely a great deal on 

the judgment and consensus of SMEs. 

• Security Metrics should be used as transitory - they are not true representation of 

performance or status, but more a convenient means to define targets, 

benchmarks, status for the temporary time they remain relevant and are not 

gamed 

• Like all metrics they become gamed unless reality is more difficult to achieve than 

the metric itself. 

• The phrase security metrics means: a migrane. 

The STAC framework provided by this dissertation attempts to answer these concerns 

and provide some utility to these security experts. 
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Appendix D – Survey Questions and Answers 
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Appendix E – Group Independence Tests 

This appendix includes the results of independence tests for the financial industry 
segment of the survey participants. These include Mann-Whitney and Kolmogorov-
Smirnov tests, as well as the cross-tabulation results for the question on penetration 
studies. 

Mann-Whitney Test Results  
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Kolmogorov-Smirnov Test Results  
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Penetration Question Cross-tabulation 

   

 
Q24-4-PassPenTest  

1 2 3 4 5 Total 

Non-
FI  

 

 FI 

1 Count 0 0 2 6 15 23 

%  .0% .0% 8.7% 26.1% 65.2% 100.0% 

2 Count 1 4 4 16 11 36 

%  2.8% 11.1% 11.1% 44.4% 30.6% 100.0% 

Total Count 1 4 6 22 26 59 

%  1.7% 6.8% 10.2% 37.3% 44.1% 100.0% 
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Appendix F - Descriptive statistics for all security attributes 

Red italic and underlined font indicates that distribution is either Flat or Normal, and so 
attributes were removed from further study. 

Descriptive Statistics 

 N Mean 
Std. 
Dev. Var. Skewness Kurtosis 

Stat Stat Stat Stat Stat 
Std. 

Error Stat 
Std. 

Error 
Q21-1-Mission 60 3.73 1.326 1.758 -.661 .309 -.720 .608 
Q21-2-Certif 60 3.15 1.351 1.825 -.325 .309 -.511 .608 
Q21-3-Standards 60 3.28 1.303 1.698 -.694 .309 .274 .608 
Q21-4-Risk 60 3.80 1.022 1.044 -1.061 .309 1.962 .608 
Q21-5-Infrast 60 3.63 1.164 1.355 -1.035 .309 .949 .608 
Q21-6-Features 60 3.50 1.172 1.373 -.687 .309 .433 .608 
Q21-7-Acquisition 60 3.52 1.157 1.339 -.517 .309 .094 .608 
Q21-8-Awareness 60 3.85 1.219 1.486 -.923 .309 .377 .608 
Q21-9-SWChange 60 3.55 1.281 1.642 -.940 .309 .949 .608 
Q21-10-Recovery 60 3.67 1.271 1.616 -1.182 .309 1.478 .608 
Q21-11-Incident 60 3.95 1.281 1.642 -1.454 .309 1.860 .608 
Q21-12-VendorOver 60 3.28 1.106 1.223 -.437 .309 -.350 .608 
Q21-13-Media 60 3.25 1.457 2.123 -.623 .309 -.512 .608 
Q21-14-PhysEnv 60 3.48 1.420 2.017 -.700 .309 -.317 .608 
Q21-15-Personnel 60 3.52 1.396 1.949 -.770 .309 -.207 .608 
Q21-16-SWIntegrity 60 3.52 1.214 1.474 -.745 .309 .542 .608 
Q21-17-Interfaces 60 3.62 1.303 1.698 -.907 .309 .121 .608 
Q21-18-Segregate 60 3.55 1.268 1.608 -.839 .309 .194 .608 
Q21-19-AuditTrails 59 3.56 1.236 1.527 -.680 .311 -.110 .613 
Q21-20-IDAuth 60 4.33 1.100 1.209 -2.447 .309 6.868 .608 
Q21-21-TechCfg 60 3.15 1.287 1.655 -.833 .309 .393 .608 
Q21-22-AssetValue 60 3.40 1.238 1.532 -.539 .309 -.305 .608 
Q21-23-ThreatProb 60 3.03 1.402 1.965 -.252 .309 -.532 .608 
Q21-24-
DamageProb 

60 3.43 1.226 1.504 -.268 .309 -.480 .608 

Q21-25-
ThreatProtProb 

60 3.85 1.132 1.282 -.782 .309 -.238 .608 

Q24-1-RegAudit 59 2.59 1.288 1.659 .413 .311 -.708 .613 
Q24-2-SecAudit 59 3.42 1.086 1.179 -.508 .311 -.121 .613 
Q24-3-PassSecRev 59 3.59 1.116 1.245 -.435 .311 -.332 .613 
Q24-4-PassPenTest 59 4.15 .979 .959 -1.229 .311 1.176 .613 
Q24-5-Deliver 59 3.22 1.115 1.244 -.300 .311 -.759 .613 
Q24-6-Provenance 59 2.86 1.042 1.085 .185 .311 .014 .613 
Q24-7-Interfaces 59 3.27 1.187 1.408 -.359 .311 -.595 .613 
Q24-8-FailSafe 59 2.69 1.355 1.836 .410 .311 -.974 .613 
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Q25-1-Resources 54 2.39 1.172 1.374 .351 .325 -.841 .639 
Q25-2-Config 54 3.44 1.058 1.119 -.494 .325 -.503 .639 
Q25-3-Mgmt 54 3.50 1.042 1.085 -.312 .325 -.281 .639 
Q25-4-Logs 54 3.70 .983 .967 -.722 .325 .596 .639 
Q25-5-BCP 54 3.63 .917 .841 -.399 .325 .136 .639 
Q25-6-Perform 54 3.48 1.112 1.235 -.208 .325 -1.016 .639 
Q26-1-IndepComp 54 3.15 1.219 1.487 -.229 .325 -.902 .639 
Q26-2-Pattern 54 3.57 .964 .928 -.481 .325 -.180 .639 
Q26-3-COTS 54 2.98 1.251 1.566 .156 .325 -.799 .639 
Q26-4-VaInput 54 4.15 .899 .808 -.788 .325 -.210 .639 
Q26-5-DefOutput 54 3.81 1.011 1.022 -.865 .325 .690 .639 
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