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Abstract—This paper describes a method for analyzing
systems security using a soft systems engineering approach. It
uses a systems engineering modeling tool to demonstrate systemic
attributes of security that are common across systems. It
describes how the approach is being used to model security
standards.

Index Terms— computer security, cybersecurity, systems
security, systems engineering

I. INTRODUCTION

Information systems security control practices are published

in the form of standards by organizations whose members
are widely respected for cybersecurity expertise. [1-10] are
examples. These standards have been adopted and endorsed by
both public and private sector information security assessment
teams. Systematic application of these standards has become
synonymous with management due diligence in establishing
control over electronic systems. By incorporating these
standards into their own security assessment processes, many
audit and regulatory organizations have tacitly characterized
information systems security as a state of compliance with
these standards.

The vast majority of these standards have been established
by committces of stakeholders in security outcomes.
Communities of auditors have played major roles in
establishing these standards. Major banks and financial
institutions have made major contributions to these standards.
Government agencies have been chartered with drafting
standards, sending them out for comment to scores of
volunteer contributors, and incorporating contributor
comments into the final result. Specific recommendations
included in these standards are repeated in multiple instances
of them. There is no doubt that the vast majority of
information security professionals agree that such standards
provide sound advice for achieving security goals.
Nevertheless, there has not been formal scientific study on the
effectiveness of these standards in accomplishing
organizational security objectives.

This paper describes a way to evaluate the utility of
generally accepted cybersecurity standards. It is not intended
to be an endorsement of any standard, or of standards in
general. Rather it describes a systems engineering approach to
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the investigation of security standards utility in identifying
security requirements and modeling systems security.

II. SYSTEMS ENGINEERING CONCERNS

The systems engineering community is concerned with the
ability of current security standards to accomplish
expectations for systems security [11]. Historically,
cybersecurity standards have been applied to information
processing systems in isolation, or electronic components of
systems. They are not easily adapted to systems with
mechanical or operational security features. Some, like ISO
27001 [7], describe security management, and so may applied
to an entire enterprise or organization taken as a system.
However, at the security risk assessment level that produces
customized systems security requirements, this is not often
done in practice [12].

An organization often recognizes the criticality of security
to a given computer application, and will establish controls
over that one system but not the whole enterprise. Security
requirements have also been motivated by stakeholders
external to an organization; for example, by a customer’s
requirements for information protection or by a regulator’s
requirement for information confidentiality. Scope criteria for
the application of security standards has therefore typically
been limited to the objectives of a given security audit or
assessment. Such fragmentary approaches have been extended
to security assessment in general, even at the requirements
stage of the system lifecycle. Systems engineering curriculum
identifies security requirements as optional capability rather
than a core function [13].

Even where an enterprise-wide view is encouraged,
standards for organizational security allow for sets of devices
identified in a given inventory to define the scope of a systems
security assessment (e.g. [14]). This guidance prompts an
organization to execute security measures only for devices that
they directly control. Systems interfaces are sometimes
covered only to the extent that an organization is obligated by
a stakeholder to assess a business partner’s ability to protect
information of particular interest. Yet, even those third party
assessment standards specifically designed to test the extent to
which business partners are secure do not address nonstandard
interfaces between enterprises (e.g. [3]).

In general, security standards tend focus on reducible
system components rather than complex system processes like
information flow. They focus on checklists with respect to
organizational assets supported by the system and do not take
into account the systemic security attributes of the system
itself. For example, where standards provide guidance on how
to classify information, it is in terms of impact to the
organization of harm to the information’s confidentiality,
integrity, and availability. Such approaches are rooted in the



military’s three-tiered classification of top secret, secret, and
unclassified information. They do not transfer to today’s
complex systems environments [15].

In most of these standards, systems owners and operators
are advised to ensure that there are decision-makers qualified
to conduct security risk assessments. These individuals are
expected to be omniscient with respect to the information
content of their enterprise and are expected to be able to
quantify the impact of harm to that content. That content is
expected to be amenable to a catalogue-like process that will
allow systematic application of a suite of technology control
measures. The guidance is too generic to cover systems
characteristics that are unique to a given enterprise. For
example, in a complex job processing system that transfers
files from a common repository to business partners, a security
assessment based on today’s standards would classify the
information, and based on its value, identify and closely
inspect technical controls. But it would not specify the
approval and oversight process designed to ensure that each
business partners receive only their own data beyond a generic
“need to know” confidentiality requirement. These
requirements would be left to the judgment of a data owner or
custodian. In practice, they would typically be left to business
logic within software applications. Even if the scope for a
security risk assessment was complete and accurate, all
standards include guidance that systems owner and/or
custodians should be the judge as to whether a recommended
control is necessary in every case.

Figure 1 is an example excerpt from a typical security
standard [10]. It advises that systems must be inventoried and
the degree to which each inventory item supports the
enterprise should be assessed in a few dimensions that map to
generic security requirements. Its next advice is to give the
inventory item itself some kind of rating that can be used to
derive a security requirement, which is a recommendation for
a technical control measure.

Figure 1: Example of a Security Standard
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Where these methodologies provide guidance on how to
make decisions on technical security controls, security
managers are encouraged to make technical implementation
decisions by systematically listing threats, placing
probabilities on the likelihood of those threats, and then
comparing the cost of a known remediation activity to the cost
of damage that would occur if the threat was enacted. This low
level guidance shares flaws inherent to the rating methodology

in that both rely on subjective assessments of probabilities in
an incomplete problem space.

Figure 2 is a generic diagram of a security standard. The
diagram simplifies but does not exaggerate the structure of
today’s security standards. Today’s standards contain liftle
guidance by way of methods, processes, or tools with which to
analyze systems or system components and create relevant
security requirements. Nor do they provide guidance on how
to question a system owner or operator as to the judgment on
whether a control is necessary. Hence, they are reducible to
instructions in technical implementation, which, as noted
above, are generally agreed to be sound.

Figure 2: Diagram of a Security Standard
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Figure 2 is meant to illustrate that the bulk of the true
analysis work in a traditional security risk assessment is in the
method by which a system is catalogued and divided in ways
that its component’s impact on mission can be assessed, and
that today’s standards lack guidance in that critical step of the
process. The result is that security assessment methodology is
a relatively straightforward technical implementation
recommendation for low level controls. It is incomplete, and it
does not contribute to a holistic understanding of the security
properties of the system. As it does not begin to analyze the
root causes of security issues, which stem from security
attributes of the system infrastructure itself, such methodology
is bound to fail, and it is not surprising that such failure
corresponds to the state of security engineering in general.

III. SECURITY DEFINED

Consistent application of cybersecurity standards using
expert security risk judgment have been refined and adopted
over the years, and probably does increase the overall



cybersecurity level of the system itself by the technical
measure. The word “probably” is used to modify the previous
statement because there have actually been no studies that
prove whether or not such diligence in security configuration
does increase security. This situation calls attention to the fact
that there is no consensus on what it means to be secure.
Evidence does exist that security may reduce productivity and
adversely impacts system function and thus reduces value
[16].

Anecdotal research has correlated management practices
with good security as defined by “best in class™ organizations
[17, 18]. These studies have identified the control practices
that each “best in class” organization uses to maintain
security, and concluded that the intersection of those practices
should be adopted by others. As a research method, this
approach is weak because it projects conclusions that are
internally valid in small samples onto a much larger
unobserved population [19]. It also begs the question on what
it means to be secure. A holistic systems approach would
include a wider variety of organizations and systems in the
scope for a review, and identify more attributes in a construct
theory of security.

Where problems are not well-understood but the need for
solutions persists, the systems engineering tool of choice will
be a soft systems methodology (SSM) [20]. SSM methodology
involves iterative modeling exercises that employ feedback
loops to evaluate a model’s utility in system representation. In
our application to security, we want to know whether applying
a security standard results in  system operation to
corresponding practical and obvious organizational goals for
security [21, 22]. A gap analysis on results may be performed,
and security standards may be evaluated according to their
utility in achieving organizational security objectives. Such an
exercise may also facilitate the identification of key controls
within standards, if any, that appear to have greater utility than
others.

In any such study of security standards, the first step must
be to clarify what is meant by security. We must also clarify
the security recommendations included in a given security
standard. To this end, we adopt a soft systems engineering tool
called a systemigram [23]. The word systemigram was coined
by as a convergence of “system” and “diagram.” It was
envisioned as a tool to assist systems engineers in covering a
topic without sacrificing detail required to accomplish clarity.
A systemigram starts with the system to be defined at the top
left, and the system mission or purpose at the bottom right. It
includes nodes and links. Nodes are nouns. Links are verbs. A
systemigram is read by focusing on a noun that is part of a
system and following the links from it, reading the verbs to
understand the relationships between system components.
Figure 3 is an example of how the concept of security may be
modeled using a systemigram.

The systemigram in Figure 3 shows that security may be
modeled in terms of its conceptual components. A
systemigram has a "mainstay” thread. The mainstay may be
viewed as the main thing a system must do in order to be the
system named. This is a high level process that is generally

agreed by those who understand the system. It is a valid
definition in that the layman who encounters the system
believes it to be true, and so it has face validity [24]. This is a
reasonable place to start in the application of SSM.

Figure 3: Security Systemigram Mainstay

Figure 4 shows the mainstay in the context of various other
perspectives on security. Other threads describe actions taken
by the system that, though not central to its purpose, are
nevertheless associated with any system so named. A
systemigram does not produce a single paragraph of text,
many of its threads skirt around its subject in an effort to add
dimensions to the definition. Each set of noun-verb
cm_nbinations link the concept to be defined to the object of its
actions. The mainstay thread may be viewed as the core
definition. But there is no assumption that the mainstay can
stand on its own.

The mainstay thread in Figure 4 is bold and colored orange
to distinguish it from other threads that are incorporated in the
concept of security. The black cluster shows how security is
conceived from a management and governance perspective.
The fushia shows it from an administrator’s perspective. The
most common definition of security that has face validity is
the mainstay, which depicts security as a system whose
primary function is to thwart perpetrators who enact threats
that exploit vulnerabilities that permit disruption that harms
systems that produce and manage value. However, the other
threads are equally important. Security is also critically
necessary to enforce any type of governance. It is composed of
prevention, detection, and response methods, tools, and
processes that preserve asset value. It is used to authorize
access to information resources.



Figure 4: Full Security Systemigram
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In order to use a systemigram to model a security standard,
we will have to break it down into conceptual components.
Those that are common to the standard will be identified The
result is that systems security will be characterized
orthogonally. Starting with the building blocks for systemic
security, we can demonstrate that the extent to which a system
may be assessed by comparison with the model. For example,
consider the systems architecture and information flow
sequence diagram of Figure 5 as an example system. System
components in our example system are ship radios, satellites,
land-based telecommunications switches, and fiber-connected
communications devices. The message sequence diagram of
Figure 5 shows how these subsystems support various
components of the information flow.

Figure 5: Example System
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We compare this system to the foundational concept of
security in Figure 4 and we create a new security systemigram
using detailed attributes of the target system using the security
standard as a metaphor (see Figure 6). We start the

comparison by focusing on observable attributes of the
systems environment that correspond to the system node in the
security systemigram. This example illustrates that the basic
information we need to get started is the organizational
ownership, management, and infrastructure of each system in
the information flow.

Note that this is not a process to make sure that there are
security requirements for every place on each subsystem,
which would be an exercise that reduces to a checklist
approach to security. Instead, we continue to follow the links
that influence the confidentiality integrity and availability
requirements backward through the security systemigram and
map what we find there to known attributes of our target
system.

Figure 6: Systemigram of Example System
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For example, in Figure 7 we see that, from what we know
about our target system, it has infrastructure containing
information in four places, and these are protected by access
controls. System confidentiality, integrity, and availability
requirements provide observable aspects of security that are
easily recognizable cognitive content for systems engineers.
Continuing through the security definition build process for
our example system, we next consider whether it is possible to
account for the potential impact of damage, data corruption,
and data breach. Figure 7 illustrates how our model of a
security standard in Figure 4 allows us to apply the standard to
the target system. Whether or not the standard is useful in
adequately securing the system can be inferred by the extent to
which systemic security requirements are covered by the
mapping exercise.



Figure 7: Example System
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This paper provides a definition of security and shows how
model-based security may be used in the evaluation of security
standards. It describes the results of the first research task in a
larger systems engineering security roadmap [25].

These diagrams are currently too high level to completely
cover the standard, but they are examples of a systemic media
approach to an appropriate solution. Starting with a model of
the security standard at a high level allows a fill-in-the-blank
approach to identifying where each section or directive in the
standard makes sense to compare with the system of interest.
It is expected that certain standards will model well to systems
with specific characteristics but that no standard will fully
cover security requirements of all systems. A complete model
of a standard may also identify statements and directives that
have no application in any sampled system.

This study is important precisely because it has never been
done. Security standards to date have been composed by
consensus based on examples of organizations who have
compiled security controls in response to known threats. The
compositional approach has widespread adoption due to
industry consensus rather than due to any attempts at academic
justification. Our study will look holistically at a standard. It
will also look holistically at system goals for security.
Argument and fact-based analysis using systems thinking will
be the basis for evaluating the utility of a standard or a given
control within a standard. This study will also undoubtedly
identify patterns of security features that are similar across
systems in different domains. It may result in a systems
engineering model for security.

There are a wide variety of uses that a systems engineering
may have for the security systemigram. If consensus around
standards could be developed, it may be used as a ruler by
which to measure whether a system is secure. It may serve as
an investigation gathering tool by which to produce
requirements. But these uses are premature at present as it is
currently a strawman definition. Metrics and requirements
would presumably be two of many interrelated domains of

CONCLUSION

research that would benefit by the academic community’s
consensus on a definition of security.
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